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Résumé

Cette these de trois essais est motivée par les changements et les tendances découlant de
la multitude de transformations numériques récentes. Avec la mise en ceuvre des
technologies numériques, nous virtualisons de plus en plus les processus (c.-a-d. en
supprimant les interactions physiques entre les personnes ou entre les personnes et les
objets) et numérisons I'information (c.-a-d. en convertissant les représentations de notre
corps, des événements, activités, interactions et environnement en bits et octets). Cette
thése cherche a comprendre les processus virtualisés dans une variété de contextes, y
compris comment divers éléments du processus virtualisé peuvent modifier les

interactions humaines (et parfois les actions des machines) et leurs impacts associ¢s.

Le premier essai porte sur un processus de santé virtualisé et examine l'autosurveillance
des maladies chroniques basée sur les technologies d'information (AMCTI) et ses
répercussions connexes sur l'utilisation de la technologie et les résultats pour la santé. Une
revue de la littérature systématique a grande échelle est effectuée afin d'élaborer un cadre
théorique holistique qui capture les multiples facettes de la nature d’AMCTI. Le deuxiéme
essal porte sur les processus virtualisés sur des plateformes numériques multifacettes. En
adoptant une approche basée sur des mécanismes, cette étude théorise la fagon dont les
représentations des offres de plateformes numériques affectent les actions de l'agent (y
compris les actions des agents humains et des agents machines sur les plateformes
numériques), ce qui, a son tour, donne lieu a des résultats collectifs. Le méta-schéma
proposé fournit un canevas pour les recherches futures visant a élaborer des théories
contextuelles sur les interactions virtualisées entre les humains et les machines sur les
plateformes numériques. Le troisiéme essai porte sur la prestation des services médicaux
professionnels virtualisés par I'exploration des données massives sur le comportement des
consommateurs dans le contexte de la consultation médicale en ligne. Une approche
d'apprentissage machine est appliquée afin de développer un systéme des fonctionnalités
liées aux services qui peuvent aider les plateformes médicales et les médecins sur la
plateforme a identifier les services a forte valeur ajoutée et a promouvoir le paiement de

services premium.



Mots clés: Autosurveillance informatisée, autogestion des maladies chroniques, revue de
la littérature, théorie de I'actualisation des affordances, plateforme numérique, algorithme,
agents machines, mécanisme, construction de théorie, consultation médicale en ligne,
service de santé numérique, apprentissage machine, classification, qualité des services de

santé, réputation du médecin.

Méthodes de recherche : revue de la littérature, élaboration de théories, apprentissage

machine.
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Abstract

This three-essay thesis is motivated by the shifts and trends arising from the multitude of
recent digital transformations. With the implementation of digital technologies, we are
increasingly virtualizing processes (i.e., removing the physical interactions between
people or between people and objects) and digitizing information (i.e., converting
representations of our body, events, activities, interactions and environment into bits and
bytes). This thesis seeks to understand virtualized processes in a variety of contexts,
including how various elements of the virtualized process may change human interactions

(and possibly machine actions) and their associated impacts.

The first essay focuses on a virtualized healthcare process, examining IT-enabled self-
monitoring for chronic disease self-management (ITSM) and its associated impacts on
technology use and health-related outcomes. A large-scale systematic literature review is
conducted to develop a holistic theoretical framework which captures the multifaceted
nature of ITSM. The second essay focuses on virtualized processes on multi-sided digital
platforms. By adopting a mechanism-based approach, this study theorizes how the
representations of digital platform offerings affect agent actions (including both human
agent and machine agent actions on the digital platform), which in turn give rise to
collective outcomes. The proposed meta-schema provides a canvas for future research to
develop context-specific theories regarding virtualized interactions among humans and
machines on digital platforms. The third essay focuses on virtualized professional medical
service delivery by mining massive consumer behavior data in the context of online
medical consultation. A machine learning approach is applied to develop a system of
service-related features that can help medical platforms and physicians on the platform

identify high-value services and promote premium service payment.

Keywords: IT-based self-monitoring, chronic disease self-management, literature
review, affordance actualization theory, digital platform, algorithm, machine agents,
mechanism, theory building, online medical consultation, digital healthcare service,
machine learning, classification, healthcare service quality, physician reputation

Research methods: literature review, theory building, machine learning
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Introduction

The recent shifts and trends arising from a wide array of digital transformations are
impacting every corner of our lives. New technologies, such as digital platforms, artificial
intelligence, cloud techniques and virtual networks, have transformed physical activities
and interactions into ones that occur in a virtual space. Through the removal of physical
interactions between people or between people and objects, and digitization of
information by converting representations of our body, events, activities, interactions and
environment into bits and bytes, processes are becoming increasingly virtualized. As more
analog information is encoded into digital forms and various physical processes are now
being conducted virtually, many new questions arise. For example, how does IT enable
such process virtualization? How do virtualized processes influence human (and possibly
machine) agents’ behaviors? What are the impacts on individuals, organizations and

society?

This thesis seeks to understand the role and impacts of process virtualization, especially
for those processes enabled by an exponentially growing amount of user data that is
diverse and detailed. The extent to which a process can be successfully virtualized
depends on the nature of a process — for example, its sensory requirements, relationship
requirements, synchronism requirements and control requirements — and the IT
capabilities that can proliferate the virtualization process, such as the representation
capability, reach across time and space, as well as monitoring capability (Overby 2008).
With the support of new technologies that are ever-connected and smart, the digital
transformation we face today is far more than simply automating manual processes and
encoding information into a format that can be recognized by computers. These
virtualized processes often employ technologies to deepen collaboration among actors —
including both human and machine actors — and these collaborations can form the basis
of new ecosystems that generate profound impacts on individuals, organizations and

society.



The three essays in this thesis examine context-specific virtualized processes and their
impacts. Table 0.1 briefly presents the three studies, their contexts, and how they

contribute to understanding virtualized processes.

Table 0.1 Summary of Three Essays

IT Virtualized Type of Results related to
Process Study virtualized processes
Four ITSM affordances emerged
as enablers;
Essai 1 Self-monitoring Chronic disease Literature Four types of immediate
Y technologies self-management review outcomes and two ultimate
health outcomes of virtualized
processes emerged.
A meta-schema with seven
mechanisms which can be
Multi-sided ; : leveraged by future research to
digital platforms Theinferaction Thgqry examine the digital ecosystem
Essay 2 among agents and building
(general latform offerinas (conceptual) empowered by human- and
purpose) P g P machine-agent generated data
and their joint actions through
virtual interactions.
A system of service-related
Multi-sided features extracted from massive
digital platforms i ; Empirical consultation data, which can be
Essay 3 (for online zﬁeers;ggl consultation (machine used to help the medical
medical learning) platform identify high-value
consultation) services that may lead to
payment.

Summary of Essay 1
IT-Enabled Self-Monitoring for Chronic Disease Self-Management: An
Interdisciplinary Review

Essay 1 examines the virtualized healthcare process. This study aims to understand IT-
enabled self-monitoring (ITSM) for chronic disease self-management. Self-monitoring,
defined as “awareness of symptoms or bodily sensations that is enhanced through
periodic measurements, recordings and observations to provide information for improved
self-management” (Wild and Garvin 2007, p. 343), is an essential component in chronic
care, which has been implemented in healthcare practices for quite some time (McBain et
al. 2015). With the recent development of technologies and digital platforms, typical self-
monitoring activities such as self-recording of symptoms, analyzing self-recorded data
and adjusting behaviors are increasingly supported by IT. Although ITSM is ongoing and

practically important, the accumulation of knowledge in this area is fragmented. For



example, medical research almost exclusively focuses on the implementation and
effectiveness of clinical treatment with ITSM treated as a blackbox, while computer
science studies focus on developing new ITSM tools with limited understanding of how

ITSM is used and experienced in practice.

To address this opportunity, the primary objective of this study is to understand what has
been done in the relevant fields of research and develop an overarching theoretical
framework to organize the extant studies. We systematically review 159 studies published
in 108 journals and conferences between 2006 and 2017. By adapting Affordance
Actualization Theory, we organize the existing literature on ITSM for chronic disease
management into four themes: key ITSM functionalities that enable affordances; effects
on ITSM system use; effects on the achievement of chronic care goals; and the role of

intermediary outcomes.

ITSM, as a virtualized chronic care process, is supported by IT with four key types of
affordances: (1) preparation that trains and motivates patients to engage in the subsequent
SM, which is often realized through IT functionalities such as education delivery and goal
setting; (2) data collection that supports fully automated or semi-manual data entry and
recording; (3) user reflection that helps patients understand the records and take actions,
which is often supported by IT functionalities such as data display, push message and
gamification; and (4) social connection that allows peer interactions and collaboration

between patients and physicians.

The dominant stream of research is how the implementation of ITSM (usually as part of
a complex healthcare intervention) impacts behavior change and health improvement.
Positive associations have been found regarding physical activity, diet and weight
management outcomes. However, the results are less consistent for diabetes management
and improvement of self-rated quality of life. Several studies examined ITSM use
frequency as one of the direct outcomes. However, whether or not ITSM use mediates the
impact of ITSM on healthcare outcomes is less known. In addition, since ITSM is usually
implemented as part of a complex healthcare intervention, whether the mixed results are

caused by IT or another competing non-IT component is less known.



A small number of studies examined potential intermediate outcomes other than ITSM
use, which may serve as important mechanisms to explain how ITSM can be effective in
different circumstances. Four types of intermediate outcomes emerge: (1) patient learning
and self-reflection, (2) patient-provider co-management of chronic conditions, (3) social
interaction with families and peers, and (4) intervention satisfaction and compliance.
These outcomes are largely supported by specific IT functionalities and self-management
procedures. Thus, how to design ITSM and interventions to minimize procedural barriers
can be an important research direction to facilitate the effective implementation of ITSM

for chronic care.

For each abovementioned theme, we identify what is known (key consistent and
inconsistent results), what is unknown, and opportunities for future research. We also
discuss cross-theme opportunities for future research where more diverse theoretical

perspectives can contribute to our understanding of the phenomenon.

Summary of Essay 2
Human Agents, Machine Agents and User Commitment on Digital
Platforms: A Mechanism-Based Meta-schema

Essay 2 examines the virtualized social process among human agents and machine agents
on digital platforms. Social interactions and transactions happening on digital platforms
have attracted intensive research interest for the past decade (e.g., studies on online
review, user-generated content, digital collaboration, and e-commerce). Notwithstanding
the contributions of extant research in identifying the antecedents of user decisions and
actions on digital platforms, existing research has been limited to humans as actors and
has largely ignored the role of machine agents, despite their increasing presence on
platforms (e.g., chat bots, virtual assistants, automatic transaction agents). In addition, the
majority of the research adopts a variance-based theorizing approach, which does not
reveal the cogs and wheels operating behind the related constructs. To address these two
gaps, we adopt a mechanism-based approach to develop a meta-schema of seven
mechanisms that explain how the representation of digital platform offerings affects agent
actions (for both human agents and machine agents) and how those agent actions give rise

to collective outcomes.



A mechanism “consists of entities and activities organized in such a way that they are
responsible for the phenomenon” (Illari and Williamson 2012, p.120). The entities are the
producers of changes, which can be identified by their properties that allow their
engagement in the activities (Glennan 1996). A mechanism is organized such that its
entities and activities are set up to do something (Craver 2001). Examining the mechanism
that produces or underlies a phenomenon is to explain why a phenomenon happens by
describing how some mechanisms produce the phenomenon (Halina 2017). For the
context of this study, we focus on two broad types of mechanisms: social mechanisms (to

explain human actions) and computational mechanisms (to explain machine actions).

Social mechanisms are defined as “social processes having designated consequences for
designated parts of the social structure” (Merton 1968, cited in Hedstrom and Swedberg
1998 p.6). They explain how social-level causes generate social-level outcomes through
social processes. Hedstrom and Swedberg (1998) posit that to explain a macro-level social
phenomenon, three types of mechanisms should come into play: (1) situational
mechanisms in which social context influences individual actors’ beliefs, habits and
cognitive frames; (2) action-formation mechanisms in which individual actors’
opportunities and cognitive frames lead to or change the actors’ behaviors; and (3)
transformational mechanisms in which individual actors’ actions produce social patterns

and outcomes.

Computational mechanisms, on the other hand, are responsible for the functions and
behaviors of computing systems by describing how “the input and output information
streams are causally linked ... along with the specific structure of information processing”
(Mitkowski 2014, p.221). Machine agents on digital platforms operate based on pre-
designed algorithms. Since the inputs are largely influenced by human actions, and the
outputs influence human agents’ subsequent decision making and actions, it is important
to understand how human agents and machine agents jointly produce commitment and
non-commitment actions, which may further give rise to collective outcomes that go

beyond a single agent.



By analyzing the key attributes and action trajectory of human and machine agents in the
context of multi-sided digital platform, we propose seven mechanisms and the associated
propositions that explain the relationships between digital platform offerings, agent
actions, commitment and non-committal outcomes at agent level, and the collective

outcomes:

* Proposition la: Human agents form cognitive frames (e.g., beliefs, attitudes,
perceptions, motivations, desires, preferences, affects) through observational
learning or direct interaction with the offering representation, which is a sense-
making process to understand the offering’s causal capacities. [Mechanism 1a:

human agent cognitive frame]

» Proposition 1b: Machine agents’ ability to build up knowledge of the environment
(including knowledge of the offering and its surrounding social dynamics) varies
according to their percepts collection and processing strategies. [Mechanism 1b:

machine agent belief formation]

¢ Proposition 2a: Human agents’ cognitive frame compositions influence action
selection, and different patterns of the cognitive formation may have different

impacts on actions. [Mechanism 2a: human agent action formation]

» Proposition 2b: Machine agents’ action formation is influenced by their decision-
making architecture (e.g., logic-deduction, reactive, belief-desire-intention,
layered), so that even with the same percept and goals, the action plan selection

may be different. [Mechanism 2b: machine agent action selection]

 Proposition 3: Offering causal capacity update is a joint process through which
human and machine agent actions provide new information, and the platform’s
general-purpose algorithms selectively use this information to update the

offering’s attributes. [Mechanism 3: causal capacity update]

* Proposition 4: The platform’s general-purpose algorithm selects information

Jrom the actual offering causal capacity to update the offering representation,



depending on its decision-making architecture. [Mechanism 4: offering

representation update]

e Proposition 5: The nature of individual commitment and non-committal actions
will influence the emergence of collective outcomes, which will vary from
composition (e.g., linear addition of individual transactions) to compilation (e.g.,
maximum bidding results, networked negotiation). [Mechanism 5: collective

outcome emergence]

By simultaneously considering social mechanisms and computational mechanisms, the
meta-schema with seven mechanisms provides a vocabulary and constitutes a canvas that
can be leveraged by future research. At the end of the essay, evaluation criteria and
potential approaches that can be used for further context-specific theory building are

discussed.

Summary of Essay 3

Which Physicians Attract Paying Customers? Mining Massive Service
Data to Understanding Patient Payment in Freemium-Based Online
Medical Consultation

Essay 3 examines virtualized medical service delivery on multi-sided digital platforms.
Over the last decade, a new wave of healthcare service digitization has emerged including
new digital products (e.g., mobile apps for healthcare), healthcare channels (e.g., online
healthcare communities, digitally delivered healthcare diagnoses and treatment
recommendations), and business models (e.g., the involvement of digital health
companies). This study focuses on one particular type of digital healthcare service —

online medical consultation on multi-sided digital platforms.

Previous studies on online medical consultation have investigated various individual and
contextual factors (e.g., physician reputation, patients’ feedback and patient-physician
interaction) that are associated with patient selection of physicians and payment, which
contribute to a physician’s success on the platform. Whereas these studies provide useful
managerial implications, they examine a small set of factors in isolation. In addition, these

studies do not take into account the specifics of the business model that define the value



propositions and revenue generation mechanisms of the digital platform. Additional
research is needed to develop a more holistic understanding of the factors that contribute
to patients’ selection of physicians and payment, as well as an understanding that takes
into account the characteristics of the digital platform’s business model. As a first step,
this study focuses on online medical digital platforms employing freemium (FREE+
preMIUM), a business model with a multi-tiered pricing strategy that allows the
coexistence of free (i.e., the free trials) and paid versions (i.e., the premium) of goods and
services (Kumar 2014; Wagner et al. 2014). We aim to understand (1) the key service-
related features that are associated with patient payment, as opposed to free-trial only
appointments, in freemium-based online medical consultation, (2) the relative importance
of these features, and (3) how these features interact, linearly or non-linearly, in relation

with premium payment.

A machine learning approach is used to investigate the research questions by mining 1.5
million consultation records from a large multi-sided medical consultation platform in
China. Previous studies on freemium (and the relevant research on sampling and
versioning) have revealed four types of intermediate mechanisms that may contribute to
premium payment — consumer awareness and learning, consumer valuation,
product/service quality and consumer involvement. Inspired by these mechanisms, as well
as the antecedents that have been examined in online medical consultation literature, we
extract 18 service-related features that are potentially relevant to informing premium
payment. After performing the feature selection procedures, 11 features are retained to
form a model for further machine learning tasks — solving a binary classification problem
by learning the functions that can map the system of inputs (i.e., the 11 features) to the
output (paid vs. free services). Eight machine learning algorithms are used to cross-
validate model performance and the importance of the selected features. The results
support the usefulness of the model. However, as opposed to previous studies that
highlighted the key role of physician reputation, the results show that although physician
reputation is important, service quality and patient involvement appear to contribute more

to the premium payment.



This study contributes to online medical consultation by developing a holistic model with
a system of service-related features to help the platform target high-value service
providers and the type of services that attract premium payment. Methodologically, our
machine learning approach complements previous regression-based analysis by
effectively mining a massive amount of fine-grained consumer behavior data with a high
number of dimensions, and providing insights on complex interactions among the relevant
service features that contribute to payment. Platform owners and administrators can utilize
our model to identify and promote high-value services and service providers, which in

turn should help support the long-term success of the platform.
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Abstract

Self-monitoring is a strategy that patients use to manage their chronic disease and chronic
disease risk factors. Technological advances such as mobile apps, web-based tracking
programs, sensing devices, wearable technologies, and insideable devices enable IT-based
self-monitoring (ITSM) for chronic disease management. Since ITSM is multidisciplinary
in nature and our understanding is fragmented, a systematic examination of the literature
is performed to build a holistic understanding of the phenomenon. We review 159 studies
published in 108 journals and conferences between 2006 and 2017. By adapting
Affordance Actualization Theory, we develop an overarching framework to organize the
existing literature on ITSM for chronic disease management. Four themes emerge: key
ITSM functionalities that enable affordances; effects on ITSM system use; effects on the
achievement of chronic care goals; and the role of intermediary outcomes. For each theme,
we identify what is known, what is unknown, and opportunities for future research. We
also discuss cross-theme opportunities for future research where more diverse theoretical
perspectives can contribute to our understanding of the phenomenon. This work provides
research directions for IS researchers studying ITSM for chronic disease self-

management.

Keywords: IT-based self-monitoring, chronic disease self-management, literature

review, ITSM use, affordance actualization theory
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1.1 Introduction

Chronic diseases, such as diabetes, obesity and asthma, are among the most prevalent and
costly health problems worldwide (Bauer et al. 2014, WHO 2014). Chronic diseases are
also highly preventable, and many of them share common risk factors, such as lack of
exercise, nutrition deficiency, being overweight, smoking, and excessive drinking (CDC
2016). Mitigating these risk factors is key for chronic disease management. For patients
with chronic disease(s), chronic disease management involves using complex
combinations of strategies to manage the disease(s) so as to slow progression or to manage
the high-risk factors associated with chronic health conditions (Mallery and Rockwood
1992; WHO 2007). These strategies aim to help patients manage their chronic health
conditions on a day-to-day basis. They include both clinical interventions as well as home-
based self-management which encourages the involvement of individuals and their

families in their own care (Martin 2007; WHO n.d.).

Self-monitoring (SM) is often considered an essential component in chronic disease self-
management (shortened to “chronic care™ hereinafter) and patients’ willingness to self-
monitor largely affects the achievement of positive health outcomes (Huygens et al. 2017,
McBain et al. 2015). Self-monitoring is the “awareness of symptoms or bodily sensations
that is enhanced through periodic measurements, recordings and observations to provide
information for improved self-management” (Wild and Garvin 2007, p. 343). SM involves
self-recording of symptoms and behaviors, interpreting the self-recorded data, adjusting
behaviors accordingly, and applying treatments or seeking professional help as a result of
self-awareness (Epstein et al. 2008, McBain et al. 2015). Historically, most SM systems
were paper-based and memory-based, and while useful for patient empowerment, various
problems—such as low compliance, recall bias, and difficulties in tracking moment-to-

moment information—hindered their potential effectiveness (Faurholt-Jepsen et al. 2016).

The recent growing interest in IT-based self-monitoring for chronic care (ITSM)
potentially overcomes the difficulties of the traditional systems (Chen and Yeh 2015,
Faurholt-Jepsen et al. 2016, Panagioti et al. 2014). Technological advances such as mobile
apps, affordable sensing devices, wearables, insideable technologies (e.g., in-body

implants, under-skin sensors, or ingestible smart pills) improve the capabilities of SM-
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based healthcare programs. For example, the interactive visualization of ITSM
technologies helps people better understand health patterns over time (Cuttone et al.
2013). Persuasive functions such as adaptive recommendations help users connect with
their health professionals at the appropriate moment (Fairburn and Rothwell 2015).
Connectivity and mobility allow people to manage their information seamlessly (Gronvall
and Verdezoto 2013b). The pervasiveness of ITSM is also evidenced by the increasing
popularity of these tools among healthcare consumers and the general population. It is
forecasted that by 2019, more than 245 million smart wearable devices will be sold,
representing more than $25 billion for smartwatches and fitness trackers (CCSlInsight
2017). Thus, ITSM has great potential to help people control and manage the high-risk
factors related to their chronic diseases (Kennedy et al. 2012, McBain et al. 2015).

ITSM is ongoing and practically important, yet the accumulation of knowledge in this
area is fragmented, and several research disciplines examining ITSM have developed
(Chomutare et al. 2011, James et al. 2019; Lehto and Oinas-Kukkonen 2011, Lupton
2014). Each of the emerging research streams tends to focus on specific aspects of ITSM,
and — to our knowledge — no comprehensive framework exists to tie the disparate streams
of research together. For example, medical research on chronic disease mainly focuses on
the implementation and effectiveness of clinical interventions with ITSM as a regular
intervention component. This stream of research generally treats IT and the use of IT as a
black box and largely ignores the impacts of user perceptions and experiences. Another
key stream of research is found in IS and computer science, which focuses on how to
design more effective and useful SM tools by understanding how SM systems are used
and experienced in practice (Chung et al. 2016, Epstein 2015). This research stream
examines IT in detail (Ayobi et al. 2016) but largely ignores the chronic disease context
and patients’ specific needs. While ITSM is multidisciplinary by nature, these different
streams of research have not been woven together into a cohesive understanding of ITSM
for chronic care and this failure to capture the multifaceted nature of ITSM may cause a
disjointed accumulation of knowledge. Thus, a synthesis of the current research which
makes connections between divergent literatures is needed in order to develop a more

holistic understanding of this phenomenon and build a cumulative knowledge tradition.
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To address this opportunity, the primary aim of this article is to provide a systematic cross-
disciplinary synthesis of the literature that contributes to our understanding of ITSM for
chronic care and provides research directions for IS researchers studying ITSM. This aim
is achieved by: (1) organizing the research based on an overarching framework,
specifically, affordance actualization theory (Strong et al. 2014); (2) using the framework
to synthesize the results to identify what we know and do not know; and (3) identifying
future research opportunities. We are not suggesting that future researchers limit
themselves to the actualization affordance lens, however, our detailed framework should
help researchers identify areas of interest and specify how their own research
complements, replicates, or diverges from the larger body of ITSM for chronic care

research.

Our synthesis of the literature makes several contributions. First, it provides an
overarching theoretical framework to organize extant research. The organizing framework
enables an overview of the current status of ITSM research related to chronic care from
several disciplines and provides a repository of accumulated knowledge on ITSM. It also
helps us surface gaps in our understanding and identifies future research directions. For
example, recent technological advancements should increase ITSM use and enhance
positive outcomes but are as of yet largely under-examined in the literature. User learning
and social support from peers or providers are two intermediary mechanisms highlighted
in practitioners’ chronic care practices, which also lack research. Outcomes specific to
medication and chronic conditions have received less attention given that a high
proportion of studies focusing on physical activity and weight management outcomes.
Second, the framework also helps us discover several key overarching issues in this field
of research, namely that the research on ITSM for chronic care is largely fragmented,
there is a shallow understanding of the role of IT, and there is a paucity of strong theory.
Third, our overarching theoretical framework is IS-centric. It emphasizes the role of IT
functionalities and highlights four sets of ITSM affordances and their associated

intermediate outcomes.
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1.2 Background

1.2.1 Chronic Disease Self-Management and Self-Monitoring

Chronic disease management is “an intervention designed to manage or prevent a chronic
condition using a systematic approach to care and potentially employing multiple
treatment modalities” (Weingarten et al. 2002, p. 2). As opposed to acute disease, chronic
disease is lengthy, not curable and usually gradual, thus requiring longitudinal supervision
and reciprocal knowledge between the patient and healthcare providers (Lorig 1996).
Chronic disease management is a broad term that encompasses chronic disease prevention
and efforts to reduce or control risk factors (Peytremann-Bridevaux and Burnand 2009).
We limit our review to focus on an individual’s chronic disease management, rather than

chronic disease management for entire populations.

The important role of self-management in chronic care has been highlighted (Lorig et al.
1999). While managing disease was traditionally viewed as the responsibility of doctors,
modern chronic disease management recognizes the importance of a strong partnership
between patients, healthcare providers and families (Barr et al. 2003; Coleman et al. 2009;
Wagner et al. 2001). As a result, more attention is now given to patients’ self-management
of chronic conditions, which requires skills such as detecting bodily symptoms, using
monitoring machines, understanding measurements and communicating self-monitored

information (Paterson et al. 2001).

Self-monitoring (SM) is one essential strategy for self-management (Bartholomew et al.
1993; Bodenheimer et al. 2002; Farmer et al. 2007; Norris et al. 2001). Whereas self-
management is a broad term encompassing treatment adjustment, symptom management
and self-motivation, SM is a more specific term that encompasses the activities necessary
to track and use one’s own information." SM is different from providers’ monitoring of
the patients where the accessibility of the information on the patients’ side is limited. The

healthcare literature does not define SM consistently and uses multiple terms

! In cases where patients need assistance to use their own information, families, acquaintances, or trusted
entities who are involved in this self-care process may also have access to this information. While
important, these are outside of the scope of the current review.
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interchangeably, such as self-management, self-care, symptom management, self-
tracking, and self-recording (Legorreta et al. 2000; Minet et al. 2010; Schilling et al.
2002). We adopt the term SM. which includes self-recording of symptoms and behaviors,
interpreting the self-recorded data, adjusting behaviors accordingly, and applying
treatments or seeking professional help as a result of self-awareness (Epstein et al. 2008;
McBain et al. 2015).

1.2.2  IT-enabled Self-Monitoring for Chronic Care

People may use any tool, including paper and pencil, to keep track of their information,
but the recent developments in digital technologies offer new opportunities and increase
the complexity of SM systems. The result has been an increase in research on ITSM in
various contexts including healthcare, education, the workplace and one’s personal life.
We define ITSM as the use of digital technologies to enable patient SM — i.e., the use of
digital technologies to support self-recording of symptoms and behaviors, interpreting the

self-recorded data, and adjusting behaviors accordingly.

It is important to note that ITSM technology users, usually the patients or healthcare
consumers, are both the providers and the users of the information (Marx 2002). Even
when the use of ITSM is mandated by a physician as part of treatment, it is still the patients
(and their personal care attendants or family members in cases where the patients need
assistance) who record their own information and use this information to better manage
their chronic diseases.? Thus, ITSM in healthcare is an emerging medical approach where
the patient maintains significant control (Swan 2009). Patients usually have ultimate
control over what data are entered into the ITSM, when to input the data, and whether or

not they share their data with physicians, family members, or other ITSM users.

ITSM can be illustrated using Li et al.’s (2010) five-stage process of personal
informatics®. First, patients prepare to use the system, which can include activities such

as education on system use and setting goals and targets. Second, patients need to observe

2 If it is the healthcare provider who exclusively views or uses this information, it operates more as a
surveillance rather than a SM system.
3 Lietal.’s model is for all types of ITSM and is not specific to ITSM for chronic care.
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the information about themselves and record this information. Sometimes the patient
needs to track the information independent from the activity that occurred (e.g. eating
followed by the recording of calories), and sometimes the system automatically tracks the
information (e.g. automatic tracking of steps while walking). Third, the collected data is
integrated and displayed by the system for further analysis and interpretation by the
patients, their acquaintances and/or healthcare professionals. Fourth, patients and
healthcare professionals need to understand and reflect on the information produced by
the system to discover patterns, correlations, and insights related to patients’ health
statuses. Lastly, patients need to act on what they have learned. Based on the information
produced by the ITSM systems, patients may individually change their behaviors or work

with healthcare professionals to adjust treatment of their chronic disease.

1.3 Overarching Framework: ITSM Affordance Actualization

We develop an overarching framework with which to organize the extant research by
adapting Strong et al.’s (2014) affordance actualization theory. IT affordances are not
simply the technology’s physical characteristics, but the action possibilities permitted by
the IT functionalities (Gibson 1979). The potential embedded in these affordances is
realized during the actualization process, defined as “the actions taken by actors as they
take advantage of one or more affordances through their use of the technology to achieve
immediate concrete outcomes in support of organizational goals” (Strong et al. 2014,
p.70). The actualization process includes both actions (e.g., use of IT) and the immediate
outcomes of those actions (i.e., the expected immediate outcomes that are perceived as
useful for achieving the ultimate goals). The link between action and the immediate
outcomes is iterative with the immediate outcomes providing feedback to influence
subsequent ITSM actions. These immediate outcomes are also the link between users’
actions and achieving ultimate goals. Finally, there are various external factors (e.g. work

environment) that support and constrain this actualization process (Strong et al. 2014).

The affordance-actualization lens is appropriate as an overarching framework for
organizing the research on ITSM for chronic care for several reasons. F irst, this lens
includes the influence of IT functionalities on both use and outcomes. Second, it has

previously been used to study individual-level IT use and impacts (e.g. Anderson and
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Robey 2017; Lehrig et al. 2017; Thapa and Sein 2018), as well as to study non-chronic
disease SM for the general population (e.g. Mettler and Wulf 2019). Third, affordance-
actualization theory highlights important links that — theoretically — should exist by
focusing on how IT results in specific outcomes. This strong theoretical foundation on
which to synthesize the diverse ITSM for chronic disease management literature helps

surface gaps that are opportunities for future research.

We adapt affordance actualization theory to our ITSM context (see Figure 1.1). Strong et
al. focused on immediate concrete outcomes, but we i) expand these to also include
psychological, cognitive and affective outcomes which are relevant in the context of
ITSM for chronic care, and ii) change the term to intermediate outcomes to reflect that
some of the outcomes are not instantaneous and to put the focus on their potential role as
important links between ITSM use and chronic care goal achievement. While Strong et
al. took a multilevel approach and focused on achieving overarching organizational goals,
our ITSM review focuses on an individual s chronic care goals. Finally, we contextualize
the external factors that support and constrain the actualization process as the non-IT
complementary components of a medical intervention (hereinafter abbreviated as “non-

IT components™) that impact the actualization process.

Non-IT Complementary Ebﬁ%nents of a
Medical Intervention

; '

ITSM Affordances Affordance Actualization

ITSM : , /_\ | I

Functionalities | | | . -
| Actions Intermediate | © J Chronic Care Goal
P Achievement

= : -
R ITSM use QOutcomes

Patient

Characteristics | u '

Figure 1.1 Overarching Framework for ITSM research (adapted from Strong et al. 2014)

1.4 Methodology

We mapped existing research across multiple disciplines to our overarching theoretical

framework. This enabled us to synthesize extant research, develop a holistic
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understanding of what has been studied, and examine the theoretical foundations
suggested for those relationships. It also enabled us to surface gaps and propose directions

for future research.

We followed a formal systematic literature review process for searching and screening
articles, which is presented in Figure 1.2 (Okoli and Schabram 2010; Webster and Watson
2002). The search strategy we adopted, while not exhaustive, included as many studies as
possible. Eight digital libraries were searched: EBSCO host (including MEDLINE),
ABI/INFORM, ACM digital library, ScienceDirect, IEEE Xplore, JSTOR, PsycINFO,
and Web of Knowledge. Titles and abstracts (or titles and topics for Web of Knowledge)
of English articles published in peer-reviewed journals and conference proceedings from
2006 to 2017 were searched using the following terms: “self-monitor*”, “self-
surveillance”, “self-track*”, “personal informatics”, “personal analytics”, and “electronic

personal archive”.

c
-% Articles indentified through database searching Search terms: “Self-monitor*”, “self-surveillance”, “self-
2 EBSCO: 1332 ABl/Inform: 276  ACM: 1078 track™, “personal informatics”, “personal analytics”, “electronic !
£ ScienceDirect: 197 IEEEXplore: 47 JSTOR: 22 personal archive” :
2 Web of Knowledge: 1623 Psycinfo: 577 Qualification: year 2006 to 2017/ English/ Peer-reviewed |
== | S————— journal and conference proceedings/ Search in title or abstract
e ¥ A % ik ed T LS FI el R R ST R i DT
Articles screened for inclusion based on titles and
abstracts o o =
(N=5152) Articles excluded with reasons:
(n=3313)
[ - » 1. Do not meet inclusion criteria: 2335
v 2. Duplicates: 751
2 __ o 3. Non-empirical: 227
= Full text downloaded and assessed for eligibility = —
5 (N=1839)
w — o — i B - -
e — Articles excluded with reasons:
(n=1705) ‘
e r — Y — 1. No IT involved: 310
< Forward & backward searching . 2. Incompatible SM definition: 843
] (+25) 3. Only focus on technical development or
@ measurement validation: 103 ‘
5. Unrelated to chronic disease management: 400
- R - ~ |6.Otherreasons: 49 ‘

Studies included for further systematic data extraction o
(N=159)

Figure 1.2 Literature Review: Searching and Screening Process

Articles were screened based on a review of titles and abstracts, with researchers reading
the full text when needed. The identified studies were screened according to the inclusion

and exclusion criteria presented in Table 1.1. The database search resulted in 5,152
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studies. After removing the duplicates, forward and backward searching, and iteratively
applying the inclusion and exclusion criteria, 159 studies remained for further analysis

(articles with asterisk in the reference list).

While the affordance actualization framework was used to guide our synthesis, these
studies did not explicitly examine “affordances” or use an affordance-based perspective.
However, five concepts from our framework were explicitly used to analyze the literature:
ITSM technological functionalities, ITSM use, intermediate outcomes, chronic care goal
achievement and non-IT components of the medical intervention (i.e. external factors in
the original framework). The affordance actualization theory also involves feedback loops
to create an iterative process. Feedback loops were not coded as an independent concept,
but the direction of relationships between constructs were captured where applicable.
Each study’s constructs were mapped onto these main concepts. Next, the long list of
constructs in each of these concepts are distilled into a set of sub-constructs through
iterative discussion between the researchers until we reached consensus. In addition, new
concepts were allowed to emerge if they did not fit the affordance actualization

framework.

Table 1.1 Inclusion and Exclusion Criteria for Article Screening

Inclusion criteria

1. Empirical research articles

2. Studies that examine a specific chronic disease*, or chronic disease prevention and
management for those with a chronic condition

3. Studies that examine at least one of the following aspects regarding ITSM systems:
usability evaluation of new ITSM design, implementation of ITSM systems, ITSM systems
adoption or post-adoption use, and the impact of using ITSM systems

Exclusion criteria

* The list of chronic diseases was obtained from the website for the Council for Medical Schemes
(https://www.medicalschemes.com/medical_schemes_pmb/chronic_disease_list.htm).

21



Table 1.1 Inclusion and Exclusion Criteria for Article Screening

1. Non-empirical articles (e.g. editorials, abstracts, workshop/conference summaries,
research proposals, reports based on descriptive data without examining scientific
relationships and results, clinical protocols, intervention designs without testing, literature
reviews, conceptual papers)

2. Not related to any chronic disease

3. NolT involved (e.g. studies which only include paper-based SM, memory-based SM or
medical devices such as traditional weight scales that do not have the capacity to store,
transmit, and retrieve historical information)

4. Incompatible definition of SM: patients are not allowed to use their own information (e.g.
clinical self-assessment where the results are only provided to healthcare providers); self-
monitoring as a personality trait that focuses on how people control their expressive
behavior to accommodate social cues; firms’ self-monitoring of their business
performance; individuals not monitoring their “self” information (e.g. monitoring electricity
consumption of a house)

5. Studies that only focus on technical development or new measurement development (e.g.
hardware and algorithm improvement studies, and clinical measurement design that uses
SM as a data collection method)

6. SM used only as a measurement instrument in the study

7. No primary and/or human data related to use or impacts collected (e.g. the descriptive
analysis of SM app features without showing their implementation, use or impacts)

8. Studies only providing descriptive statistics without further investigating any relationships
(e.g. the number of users for the SM app)

1.5 Profile of Studies and I'TSM Research Trends

A general profile of the 159 studies is presented in Table 1.2, which displays publication
trends by discipline, methodology, research objectives, chronic condition, and IT type.
Research interest in ITSM is increasing, with over 70% of ITSM studies appearing from
2014 to 2017. The majority of studies in all three time periods were published in medical
journals, with the second largest group being published in intersection journals. Almost
half of the studies focused on research objectives related to medical intervention designs
and evaluations (N=79), and over half employed experimental methodologies
(randomized controlled trial experiments N=68, non-randomized experiment or
intervention N=42), which may be unsurprising given the significant proportion of studies
from the medical field. A wide range of chronic conditions are present in the studies, with
the most frequent being obesity (N=53), diabetes (N=37), and psychiatric conditions
(N=16). ITSM studies involving psychiatric conditions experienced a large increase in
research attention, from zero studies in 2010-13 to 15 studies in 2014-17. A wide range
of IT devices are also represented in the studies, with the most frequently used being

mobile or tablet apps (N=58), followed by web-based SM (N=42), and medical devices
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(N=36). One general trend is a move towards using smarter and more connected ITSM
devices, with smart wearables becoming frequently used between 2014 and 17 (N=15)
and some recent studies investigating insideables (e.g., Mathieu-Fritz et al. 2017,

Polonsky et al. 2017).

While a variety of ITSM types were used for different chronic conditions (see Appendix
A, Table Al), a few patterns are noticeable. Medical devices (such as glucometers) are
particularly popular for diabetes while wearables (such as smart fitness trackers) are often
used for obesity. ITSM for psychiatric conditions most often employs mobile or tablet

apps that allow questionnaire-based SM for moods and symptoms.
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Table 1.2 Profile of the Studies by Discipline and Year

2006 - 2009 2010 - 2013 2014 - 2017 Giand
Total Total — Total | & oo
IS | Med | Both | Other IS Med | Both | Other IS | Med | Both | Other
Total 1 8 2 1 12 3 20 7 1 T 11 | 72 28 5 116 159
Methodology
Randomized Controlled Trial (RCT) | 0 3 0 0 3 0 16 4 0 20 0 34 9 2 45 68
Non RCT intervention/experiment | 0 5 1 0 6 1 3 0 1 5 1 20 8 2 31 42
Qualitative & ethnography | 0 0 0 1 7 2 0 2 0 4 5 7 4 1 17 21
Field usability test | 1 0 1 0 2 0 1 1 0 2 5 5 5 0 15 19
Survey | O 0 0 0 0 0 0 0 0 0 0 4 1 0 5 5
Retrospective analysis | 0 0 0 0 0 0 0 0 0 0 0 2 1 0 3 3
Research Objectives*
Intervention design/evaluation | 0 7 0 0 it 0 14 3 1 18 0 40 10 4 54 79
ITSM development and assessment | 1 0 1 0 2 0 1 3 0 4 6 15 8 0 29 35
Use experience & perceptions | 0 0 1 1 2 2 5 1 0 8 9 6 8 0 23 33
Chronic care outcome explanation | 0 1 0 0 1 0 4 0 0 4 0 7 2 0 9 14
Other | 0 0 0 0 0 0 1 0 0 1 1 0 1 1 3 4
IT Types*
Mobile/tablet app | 1 0 0 0 1 0 4 5 0 9 10| 26 12 0 48 58
Website | 0 0 1 1 2 0 4 3 1 8 1 19 10 2 32 42
Medical device | 0 2 0 0 2 1 1 1 1 4 0 19 9 2 30 36
Smart wearable | 0 0 0 0 0 0 1 0 0 1 3 9 3 0 15 16




§¢

Table 1.2 Profile of the Studies by Discipline and Year

2006 - 2009 2010 - 2013 2014 - 2017 Grand
Total Total Total | 1 4o
IS | Med | Both | Other IS Med | Both | Other IS | Med | Both | Other
Pedometer | 0 1 0 0 1 0 1 2 0 3 0 9 0 1 10 14
IVR | 0 2 0 0 2 0 0 1 1 0 2 1 1 4 i
PDA | O 3 1 0 4 0 i 0 0 ¢ 0 1 0 0 1 12
PC software | 0 2 0 0 2 0 3 0 0 3 1 1 0 0 2 7
Other | 0 0 0 0 1 1 0 0 2 5 7 3 0 15 17
Chronic Condition Types*

Overweight/obese | 1 2 0 0 3 0 14 3 0 17 1 26 6 0 33 53
Diabetes | 0 1 0 0 1 0 1 2 1 4 3| 2 6 2 32 37
Psychiatric | 0 1 0 0 1 0 0 0 0 (V] 3 8 4 0 15 16
Cardiac | 0 1 0 0 1 0 0 0 0 0 1 0 3 1 5 6
Cancer | 0 0 0 0 0 0 0 0 0 0 1 4 1 0 6 6
Nerve-related | O 0 0 0 0 0 0 0 0 0 2 1 0 1 4 4
HIV | 0 1 0 0 1 0 0 0 0 0 0 3 0 0 3 4
Hypertension | 0 0 0 0 0 1 1 0 0 2 1 0 1 1 3 5
Other | 0 2 2 1 5 1 4 3 0 8 5 4 9 0 18 31

*One study can have multiple research objectives, examine multiple chronic conditions and use multiple IT.



1.6 Results

The 159 studies in our sample are synthesized using the affordance actualization
framework, extended to include a high-level summary of the key concepts and
relationships which emerged (see Figure 1.3). Through the analysis of a concept matrix
(Webster and Watson 2002) and iterative discussions between the researchers, four
themes emerged which represent the research in this area: ITSM affordances and related
IT functionalities, effects on ITSM use and experience, effects on chronic care goal
achievement, and the role of intermediate outcomes. The first theme on ITSM affordances
is descriptive in nature, themes two and three are DV-centric, and theme four is concept-

centric.

[
ITSM Characteristics

ITSM Presence/Absence Chronic Cz
({Introduction of ITSM as a whole) c R
Achievement

Intermediate Outcomes

ITSM Mode Comparison ITSM Use Behavior Behavior Change i
(e.g. web vs. mobile vs. paper) ére g. number of entries, SM Patient-Provider Co- - Physical activities
dequent_:y, duration, misuse, Management - Dietary behavior
i R lescriptive use pattem) : E
ITSM Functionality Patient Learning & Self- - Other
Reflection
Complex [TSM-Based Intervention » ITSM Perceptions & Intervention Satisfaction &
ITSM Presence/Absence Experiences Compliance Health Improvement
OR F
" (e.g. perceived usefulness, : 2 - Weight related
Introduction of Key ITSM satisfaction, overload) Social Interaction - Wellbeing & quality of life
Functionality v
- Disease & symptom related
Non-IT Complementary - Medication related
Components
User Characteristics I
- Sociodemographics

- Baseline conditions
- Motivation/ Goal/ Personality

Figure 1.3 High-level Synthesis of Research on ITSM for Chronic Care

1.6.1 Theme I- Identification of ITSM Affordances and Related IT Functionalities

Theme 1 is descriptive in nature and attempts to capture and categorize the IT
functionalities — and the affordances they enable - that are present in the ITSM devices
used in the smdies. Multiple ITSM devices which provide a range of IT functionalities
are represented in the literature, but these affordances and functionalities were seldom
directly investigated in the studies (/TSM characteristics is used in Figure 1.3 as a more

general term to indicate the broad range of ways in which ITSM was investigated in the
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studies).” Although seldom directly examined, it is still worth untangling the
functionalities and affordances of ITSM: while the technology itself is rapidly advancing,
the associated affordances are likely to evolve more slowly. By understanding ITSM
functionalities, we can identify key affordances, understand how these affordances are

currently delivered, and reflect on how they may be delivered in the future.

We first coded IT functionalities present in the studies and, drawing on Li et al.’s (2010)
model, identified four categories of ITSM affordances. Table A4 in Appendix A presents
the ITSM affordances, their associated IT functionalities, and the studies with ITSM that

included these functionalities.

1.6.1.1 Preparation Affordance

The importance of training and motivating the actors who engage in chronic care is an
essential step (Bodenheimer et al. 2002). The general expectation is that if users are well
trained and highly motivated, they are more likely to have sustained engagement which
produces better outcomes (Standage et al. 2008; Suh 2018). We have identified two key
IT functionalities that support user preparation. First, IT is a low-cost medium to deliver
educational content regarding the use of ITSM devices, the knowledge of diseases, the
benefit of treatments, and self-management techniques (e.g. Cadmus-Bertram et al. 2013;
Dorsch et al. 2015; Or and Tao 2016). These educational materials are often provided as
web pages or video clips. Second, many ITSM technologies provide goal setting
functionalities that either recommend or prescribe a goal and/or allow users to set or adjust
their own goals (e.g. Painter et al. 2017). Some systems are more flexible, allowing users
to create detailed action plans, so that they can track goals over time (e.g. Dennison et al.
2014). Although goal setting is very common for chronic care, it is traditionally prescribed

by physicians orally or in a written document. More recent studies tend to leverage IT

5 The affordance-actualization lens views affordances as possibilities for action arising from both IT
functionalities as well as actors’ needs and goals. In our sample, research often states the chronic
conditions under study, with the implied intervention goal being to reduce or manage the symptoms
related to the chronic condition. However, an actor’s specific internal goals and needs are not explicitly
investigated. Thus, our synthesis focuses almost exclusively on IT functionalities.
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functions to assign the goal, update the goal based on self-tracked progress and keep track
of the goal changes digitally.

1.6.1.2 Data Collection Affordance

Since recording is the core activity of ITSM, all ITSM devices should provide
functionalities to support data collection and/or data entry, either fully automated or
requiring a certain level of human effort. Many ITSM systems have a data entry interface
that enables user-initiated entry of SM data. For example, the user may have to manually
measure certain SM data of interest (e.g. weighing dietary intake, self-assessing mood),
and then use the ITSM interface to record it in the system. The data entry user interface
may involve different levels of flexibility such as guided response (e.g. structure daily

questionnaire, Tsanas et al. 2016) or open entry (e.g. journaling, Hales et al. 2017).

Due to the development of sensor technologies, various activities, positions, proximities
and body conditions can be detected automatically without active human effort, making
it one of the most significant advantages of ITSM over traditional paper- or memory-
based approaches (Lupton 2014). The most widely-used devices with auto data capture
functionalities are wearables such as fitness trackers and pedometers. While wearables
such as pedometers have been used for many years, more recent studies employ smart
wearables which support multiple affordances in an integrated manner (e.g. automatic
data capture, interactive data display, goal updating, pushed tips). There is increasing
attention in recent years regarding insideables, such as under-skin continuous glucose
monitoring devices. Although the technology has been available for over 15 years, major
health insurances companies in Europe and North American have only started to cover
the devices in recent years (Heinemann and DeVries 2016). The increasing availability
and popularity may foster future studies on the use and implementation of these new
ITSM technologies. In recent years, ITSM with automated data capture is becoming more
widely used and more frequently studied. Despite the convenience, fully automated data
capture is not possible or appropriate for all SM tasks. Many diary SM tasks still require
significant manual measurement (e.g., weighing the food) with user entry. For some tasks

where automated data capture is possible, a data entry interface may still be required
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where users can override the automatically captured data or correct erroneous readings

(Selvan et al. 2017).

1.6.1.3 User Reflection and Action Affordance

Three key IT functionalities emerged in our review related to data display, push messages
and gamification, which should contribute to user reflection and informed action, a key
stage of SM (Li et al. 2010). According to the definition of SM, if patients are not allowed
to view and/or use their own data, it is surveillance rather than SM. With data displays
being increasingly digital, there is a trend towards increased transparency provided to
patients rather than physicians controlling the flow of data (Cade 2017; Piras and Miele
2017). Three levels of graphical, numerical, or text feedback of the SM results have been
found: (1) raw data is presented in graphs, tables or text (e.g., readings from a glucometer);
(2) aggregations of the data are presented, such as total number, average and calculated
indices (e.g. energy expenditure based on activity energy consumption and diet energy
intake, Allen et al. 2013); and (3) evaluative information is provided that relates the data
to a target, goal or threshold. This last type is commonly presented using colored traffic
light systems (e.g. blood glucose levels, Greenwood et al. 2015), progress bars to show
performance as compared to the desired goal (Carels et al. 2017), or textual messages that
provide personalized assessments (Wolin et al. 2015). Usually, these data displays are the
result of requests from the user to access this information (a “pull” type of
communication). The data display influences users’ ability to make sense of their data,

thus supporting user reflection and action.

We have also found some devices provide “push” communication, where feedback is sent
to users in the form of prompts, alarms, reminders, and push notifications (e.g. Ambeba
et al. 2015; Chambliss et al. 2011). Push messages are an important tool in persuasive
computing (Oinas-Kukkonen and Harjumaa 2009) and should have positive effects on
user awareness and engagement in ITSM. Two types of push messages emerged in the
reviewed literature: pre-set and data-driven. Pre-set push messages are usually time-
based, with users or algorithms setting alarms or reminders for specific SM tasks

(Swendeman et al. 2015). Data-driven messages are usually triggered by events related to
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users’ performance or progress (e.g. prompts after a prolonged period of inactivity, Biddle
etal. 2017).

Gamification — defined as using game design elements in non-game contexts (Deterding
2015) —is one often used approach in persuasive computing that is considered an effective
way to enhance user experience and promote performance in many different contexts
(Mekler et al. 2017), Thus, it should positively influence user motivation and engagement
in ITSM and is a functionality to support reflection and action. Some ITSM represent the
SM task in a gamified way (e.g. simulations and challenges), or the data are displayed
with gamified elements such as reward points and leader boards (e.g., Hales et al. 2017;
Hostler et al. 2017). The design and use of gamification in ITSM is quite rare in our
sample until 2017, when 13 studies were published that often involve design science

research focusing on specific feedback or incentive mechanisms.

1.6.1.4 Social Connection Affordances

Support for social connections is not included in Li et al.’s (2010) five stages; however,
its importance is recognized by chronic care practitioners (Wagner et al. 2001). Two
categories of IT functionalities that enable such affordances emerged from the literature.
The first category supports patient-provider connections by providing contact information
of the healthcare team or allowing synchronous or asynchronous online communication
(e.g. Greenwood et al. 2015; Iljaz et al. 2017; Webber et al. 2010). The second category
supports peer-to-peer interaction, where a virtual space is created for peers (including
other patients and any non-provider trusted entities such as friends, acquaintances and
caregivers) to exchange information and influence each other (e.g. Cadmus-Bertram et al.
2013; Mummabh et al. 2017). Some virtual spaces function using private groups of existing
external social networks or online communities (e.g. Cadmus-Bertram et al. 2013; Carter
et al. 2013; Partridge et al. 2016), while other recent mobile-based trackers include
embedded social functions for within-app communities or links for sharing to mainstream

social media platforms (e.g. Eikey et al. 2017; Hales et al. 2017).

1.6.1.5 ITSM Affordances and Bundles by Disease type

30



SM requirements should align with chronic care goals, and — in practice — the choice of
ITSM device largely depends on disease type. Thus, we further analyzed the presence of
ITSM functionalities and the associated affordances by disease type to examine which

combinations are being studied (see Table 1.3).

It is not surprising that all studies have at least one type of data collection method since
self-recording is a fundamental task for SM. SM tasks for obesity usually involve physical
activity and dietary intake, so both automatic data capture (for exercise) and manual input
(for dietary intake) are very common. Diabetes self-management usually involves blood
glucose monitoring, thus auto-capture by medical device is more common. Whereas older
approaches usually involve two devices (glucometer plus another database-type
application with manual data transmission between the two, Roblin 2011; Sevick 2008),
recent research usually investigates glucometers with mobile or web applications that
allow automatic data transmission or sync functions (Garg et al. 2017; Sieber et al. 2017).
Moreover, with the increasing popularity of under-skin sensors for continuous blood
glucose monitoring, patients no longer need to worry about data capture and entry
(Polonsky et al. 2017). Managing psychiatric conditions usually involves answering
questionnaires regarding mood or psychological issues; thus, guided manual entry is

dominant.

Data display is the second most common functionality. However, the majority of studies
only display raw data or descriptive information after simple aggregation (e.g. Aguiar et
al. 2017). This is more apparent for studies using pedometers and older-style glucometers
that only support basic data collection and display. Push messages and gamification are
two functionalities that have started to receive attention in recent years. Most of them are
used for exercise and diet-related SM tasks, both related to obesity, perhaps because the
system can more easily generate meaningful time-based push messages (e.g., reminders
to enter meal information three times per day, reminders for physical activity after long
periods of sedentary behavior). Data-driven push messages are rare (for an exception, see

Coppini et al. 2017), requiring more personalized messages and data analytics effort.
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While by definition, SM requires some level of data collection and reflection (whether
[T-based or not), preparation and social connection seem to be optional affordances.
Recent years have witnessed an increasing number of studies with IT-supported
education, goal setting, patient-provider connection and peer-to-peer interaction. Most of
the preparation affordances are present in obesity self-management through mobile or
web applications, making it easy for digital materials to be presented and adjusted during
the longitudinal intervention. Although goal prescription is a common strategy for most
healthcare interventions, 1T-based goal setting and adjustment functionalities mostly
appear in fitness tracking and diet applications and are therefore most common for obesity
SM. The patient-provider connection function is increasing, even though only part of the
interaction may be directly supported by the SM device (e.g. physician receives system
notification then sends email to the patient). Instant communication with healthcare
providers within the same device is limited. The incorporation of this kind of functionality
may be largely constrained by clinical practices, such as healthcare providers not
constantly monitoring patients’ conditions, or the clinical infrastructure not being able to
support this particular channel of communication. Similarly, peer-to-peer interaction via
social components in ITSM appears more common for exercise and diet SM, which is
partially due to the fact that exercise and diet information is less sensitive, and peer
comparison has been shown to be a useful approach to promote exercise and weight loss
by controlling for diet (Finnerty et al. 2010; Luszczynska et al. 2004; Mueller et al. 2010;
Thompson et al. 2006).

Table 1.3 Presence of ITSM Affordances by Chronic Disease Type

Chronic Disease Type

R Eardance : 7 : ; A 2 Nerve- Hyper-
Functionalities | Obesity | Diabetes | Psychiatric | Cardiac | Cancer arted HIV s

Total 53 37 16 6 6 4 4 5

Education 16 7 2 2 2 1 1 2

Preparation
Goal 13 1 1 0 0 0 0 0
Data Data entry 45 15 14 2 2 2 4 2
collection
Auto capture 21 30 2 4 3 3 0 2
Reflection :
SAd RAiEn Data display 40 32 12 5 3 3 3 4




Table 1.3 Presence of ITSM Affordances by Chronic Disease Type

Chronic Disease Type
Affordance ionaliti i ' iatri i Nerve- Hyper-
Functionalities | Obesity | Diabetes | Psychiatric | Cardiac | Cancer g HIV tordion
Total 53 37 16 6 6 4 4 5
Push
message 24 9 5 1 2 1 2 3
Gamification 4 2 3 0 0 1 0 0
Patient-
. provider 5 8 3 0 2 1 0 0
Social connection
Connection
Peer-to-peer
interaction H 1 L 0 0 0 0 0

It should be noted that the ITSM process is longitudinal, flexible, and iterative, and for
the use of a specific ITSM device multiple affordances may be bundled to provide
different action possibilities (i.e. termed affordance bundles in Strong et al. 2014). For
example, if personalized education can be delivered at the right time (e.g. when the
indicator goes above a certain threshold) with push messages, patients may be more
capable of understanding the data and take appropriate action as necessary, such as
initiating a conversation with physicians (e.g. Caballero-Ruiz et al. 2017; Velardo et al.
2017). Thus, the effectiveness of ITSM may depend on bundles of affordances and their

actualization, rather than an isolated functionality and its associated affordance.

1.6.1.6 Theme 1 Discussion and Future Directions

A summary of key results and future research directions for theme 1 are shown in Table
1.4. The IT functionalities synthesized above afford users the ability to perform a
multitude of key SM steps (Li et al. 2010) by allowing users to complete these tasks more
efficiently (e.g., smart fitness trackers that automate data collection and provide real-time
data display, Abrantes et al. 2017) or by allowing users to complete new tasks that were
not easily accomplished by pure human effort (e.g. continuous blood glucose capture,
Polonsky et al. 2017). Ideally, ITSM affordances will enable individuals to perform SM
tasks, increase their SM motivation and preparedness, and better incorporate SM results

into their chronic care practices.



It should be noted that some functionalities and affordances are more basic and
fundamental (e.g. data collection and data display), whereas others are complementary to
provide added value and may be delivered in a separate device (e.g. using social media in
addition to the wearables for peer support). There is a general trend of ITSM devices
becoming increasingly multifunctional and interconnected. As technologies advance, how
these affordances can be delivered (i.e. IT functionalities) may change dramatically. By
linking IT functionalities into higher-level ITSM affordances, we bring to light the key
capabilities that an ITSM system could deliver and describe current IT functionalities used
to provide these capabilities. However, despite the effort that has been made to design the
new applications and system prototypes (e.g. Cai et al. 2017; Coppini et al. 2017), less is
known regarding whether the emerging functionalities universally improve delivery of
the designated affordances and ITSM efficacy. Moreover, as new medical technologies
become increasingly mature (e.g. insideables, artificial intelligence applications), these
devices in various forms and formats may bring new affordances or make existing
affordances obsolete, which may bring interesting synergistic effects that we cannot

foresee with the current generation of technology.

Accordingly, we propose three promising areas for future research. First, future research
can focus on investigating how to better deliver the four ITSM affordances that have been
identified. For example, as a basic function, data display and feedback functionalities are
currently built around simple descriptive statistics, which can be trivial given the
complexity of patients’ experience living with chronic conditions. With the advancement
of data analysis techniques such as machine learning and natural language processing, it
is possible to provide personalized and explanatory feedback that can reveal the causal
linkages behind the patient’s living trajectory (Piwek et al. 2016). Studies on wearables
and mobile-based self-tracking for general populations have made various attempts to
design the system with better usability and entertainment (e.g. Leinonen et al. 2017; Liang
et al. 2017; Tay et al. 2017). ITSM for chronic care can incorporate these research

achievements and develop more context-specific solutions.

Second, there are many emerging technologies that are not currently widely used in the

market but are promising and may have already shown profound impacts in other areas.
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For example, artificial intelligence (Al) has received tremendous attention in many areas,
and in healthcare, Al also has potential for a wide range of applications, from diagnostics
to operations (e.g., fraud detection, virtual nursing, medical error reduction, automated
diagnosis, Kalis et al. 2018). These new trends bring advanced functionalities and
capabilities that may not only improve healthcare efficiency but also shift how patients
and providers perform ITSM. For example, Al may be particularly useful for chronic
diseases where the link between cause and effect for a particular patient (e.g., triggers for
a patient’s migraines) are not always evident. For these chronic diseases, using ITSM with
advanced Al functionalities that can discern the complex patterns between triggers and
symptom onset for one specific patient may help that patient predict (and ultimately,
avoid) these triggers. Future research should explore new technological developments,
the mmpacts of their associated functionalities and if these technologies modify how

affordances are delivered in ITSM.

Finally, we propose that future research should highlight the context of new applications
and investigate the conditions under which those advanced functionalities and add-on
affordances engender positive effects versus conditions that may yield negative
consequences. Existing studies have reported some functional barriers in adoption and use
of ITSM (e.g., Chung et al. 2015) and potential negative side-effects such‘ as information
overload (Mathieu-Fritz et al. 2017), and gamification elements acting as distractions
from the main SM tasks (Sage et al. 2017). Research on social support is nascent and
further research is needed to examine the role of social connections. For example, future
ITSM may include functionality which shares data with caregivers at opportune moments,
especially in cases where the patient can’t help themselves or the nature of the disease
makes it unlikely that they will seek help (e.g., a system that notifies the caregivers when
patient SM data shows an increase in markers related to the disease). Future research
should investigate both positive and negative aspects of advanced functionalities and add-

on affordances.
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Table 1.4 Summary of Theme 1

What is known

.

Current ITSM has four key affordances:

o Preparation.

o Data collection

o User reflection and action.

o Social connection.
e Some affordances are more fundamental to all ITSM (e.g. data collection, user reflection
and action), while others may enable ITSM (preparation) or act as optional add-ons
(social connection).

What is unknown and suggestions for future research

e If emerging IT functionalities universally improve delivery of these affordances.
« Whether new and emerging IT functionalities generate new affordances or make
existing affordances obsolete.
> Determine how to better design IT functionalities to improve delivery of these
ITSM affordances.
» Investigate how future and emerging IT functionalities change how these
affordances are delivered.
» Explore concept of new affordances and affordance obsolescence.

¢ Whether optional add-on affordances add value to or provide a distraction from SM.
» Examine under which conditions add-on functionalities and affordances
engender positive effects and under which conditions they act more as
distractions from the main SM tasks.

1.6.2 Theme 2- Effects on ITSM Use and User Experience

Theme 2 examines two closely related components of the affordance actualization
process: ITSM system use (shortened to ITSM use) and user experience. Given that
intervention compliance is especially important for chronic care (Hamine et al. 2015),
both sufficient usage of ITSM devices and positive patients’ experiences should be
essential. Seventy-two studies report evidence regarding patients’ use of ITSM and their
perceptions. These studies employ various research methods (e.g. experiment, survey,
secondary data analysis, field study, interview, and focus group). The majority focus on
ITSM use frequency, with a small number examining use duration, misuse, appropriation,
use patterns, etc. ITSM use frequency is usually measured by number of SM entries,
number of days with logins, frequency of feature use, or frequency of SM website visit.
The key constructs and relationships empirically investigated for theme 2 are shown in

Figure 1.4 and Table 1.5.
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ITSM Characteristics

ITSM Presence/Absence
(Introduction of ITSM as a whole)

ITSM Mode Comparison

(e.g. web vs. mobile vs. paper) ITSM Use Behavior
- Number of SM entries
Specific ITSM Functionality - SM frequenc
(e.g. data display formats, HMBCY.
personalized push information, data - SM duration
entry approaches) 7 - Input reliability

- Appropriation/ misuse
S - Use pattern/habits (descriptive)

|
ITSM Presence/Absence o - I

Complex ITSM-Based Intervention

OR
Introduction of Key ITSM
Functionality !
ITSM Perceptions & Experiences

Non-IT &)Fpleﬁ eﬁtary

Components - Perceived helpfulness/ usefulness/
(e.g. periodic clinic visits, face-to- ease of use/ playfulness/ satisfaction
face interview and feedback, |- Tool preference
counselling) - Overload

User Characteristics
- Sociodemographics
- Baseline condition (drinking, disease
type, presence of symptom)
- Motivation/ goal/ anticipation/ big-five
personality types

Figure 1.4 Relationships Investigated impacting ITSM Use and User Experience

Five categories emerged from literature as major sources of impacts on ITSM use and
experience: ITSM presence, ITSM mode, specific ITSM functionality, complex ITSM
healthcare intervention, and user characteristics. Although in theory it is the actualization
of specific ITSM affordances enabled by one or multiple IT functionalities that facilitates
goal achievement, the extant studies seldom discuss the impacts of specific IT
functionality or affordances. Instead, ITSM is usually introduced as a whole system for
the entire chronic care procedure or presented as part of a complex intervention in which
ITSM is supported by various non-IT healthcare components. Consequently, a typical
design of the study includes: (1) introducing and evaluating a complete ITSM program
for chronic care (i.e. ITSM presence, Johnston et al. 2009; Velardo et al. 2017); (2)
comparing ITSM modes by using different technologies or different SM designs (with or
without non-IT components), which in turn provides implications for potential advantages
of specific ITSM devices (Or and Tao 2016; Swendeman et al. 2015; Turner-McGrievy

et al. 2017); (3) designing new ITSM tools with an emphasis on specific functionalities



(Adams et al. 2017; Sage et al. 2017); and (4) introducing a complex ITSM intervention
(ITSM plus non-IT components, Partridge et al. 2016) or comparing multiple complex
ITSM interventions (Sevick et al. 2008; Spring et al. 2017). In the following section, we
present key constructs and relationships investigated for the impacts of ITSM

characteristics on ITSM use and user experience.

When presented with the ITSM as a whole, the studies generally have positive results
regarding both SM use (i.e., number of days with entries or acceptable SM rate, Roblin
2011; Tsai et al. 2007) and usability (e.g. usefulness, ease of use and satisfaction,
Festersen and Corradini 2014; Timmerman et al. 2016; Gu et al. 2017). Such positive
usability evaluations facilitate ITSM frequency (Ma et al. 2013) and engagement (Adams
etal. 2017). However, when specific functionalities are selectively assessed, some studies
report negative evaluation and use behaviors. For example, during an evaluation of a
newly developed system allowing users to freely tag their SM activities, participants
report reluctance to use the feature due to difficulties in understanding the new display
format (Storni 2011). Similarly, participants negatively evaluate a newly developed app
with gamification functions because it requires extra effort, which hinders their
engagement (Sage et al. 2017). When patients feel overwhelmed by the system
functionalities, they are more likely to misuse the device, develop workarounds, or return

to sub-optimal SM practices (Mathieu-Fritz and Guillot 2017).

Several studies formally compare SM frequency and user satisfaction for different modes
of ITSM and generally support the superiority of automated SM (e.g. web-based, mobile-
based, pedometer) as compared to a paper-based approach. Paper-based SM is rated as
inconvenient, embarrassing and less fun (Hutchesson et al. 2015; Fuller et al. 2017),
whereas web-based and mobile-based SM exhibits higher use frequency (Or and Tao
2016), is less burdensome (Matthews et al. 2017), has fewer recording errors (Selvan et
al. 2017) and is preferred by more users (Hutchesson et al. 2015). However, when
comparing web-based and wearable-based SM for diet tracking, Turner-McGrievy et al.
(2017) do not find differences in SM frequency. This may be because diet SM data
collection — whether web-based or wearable — is not automatic and thus wearables do not

provide a significant advantage over other ITSM modes in this context.
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The effects of implementing complex ITSM interventions on ITSM use and user
experience are highly mixed. Several studies report a “novelty effect” where the ITSM
frequency declined rapidly after initial use (Carter et al. 2013; Glasgow et al. 2011; Laing
etal. 2015; Stark et al. 2011; Wolin et al. 2015). Such a decline in use may be temporarily
averted with IT or face-to-face feedback that is either continuous or novel (i.e.,
personalized and non-repetitive pushed messages). For example, patients who attend a
group counseling session continue ITSM use while use declines for those who missed the
session (Sevick et al. 2010). Surprisingly, the post-adoption decline in use is greater
among SM web users than interactive voice response system (IVR) users (Wolin et al.
2015). This may imply that while newer modes of ITSM — which are thought to reduce
user burden — increase ITSM use initially, the reduced burden and near invisibility of the
newer [TSM may make it harder for users to develop sustainable habits. However, due to
the complexity of interventions and how they are investigated, it is difficult to know
whether novelty effects are due to the IT functionalities or to the non-IT components.
Additional studies are needed in this area while newer technologies that automate data
capture and entry may largely eliminate human effort in use, they may also yield
unintended consequences. For example, [TSM with automatic data capture may not afford
users as many opportunities to actively think, learn from, and be aware of their health-

related behaviors and conditions.

User characteristics often also influence when and how ITSM is used. In the context of
chronic care, user baseline health status is an important factor. A couple of studies
examine the impacts of user baseline status on their subsequent use behaviors, including
sociodemographic factors such as age, gender and education (Di Bartolo et al. 2017;
Sevick et al. 2010; Wolin et al. 2015), current disease condition (such as presence of
depression (Steinberg et al. 2014)), family history of diabetes (Cosson et al. 2017),
motivation (Webber et al. 2010), conscientiousness (Hales et al. 2017), and SM objectives
(maintain normalcy vs. self-stabilization, Mattews et al. 2017). No conclusion can be
made with regard to the impact of sociodemographic factors due to the limited number of
studies and inconsistent results for each factor. For example, there is conflicting evidence
on whether or not older people use ITSM more than younger ones (Berry et al. 2015;

Glasgow et al. 2011; Krukowski et al. 2013; Sevick et al. 2010). There are no significant
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associations between education (Glasgow et al. 2011; Krukowski et al. 2013: Sevick et
al. 2010) or marital status (Berry et al. 2015; Krukowski et al. 2013) and ITSM use. These
user characteristics are most often examined in healthcare journals, most likely because
the research tradition in healthcare recognizes that a patient’s sociodemographic
information may influence the feasibility and applicability of a given treatment. Thus,
user characteristics are treated as predictors in this type of research. However, little theory
or explanation is provided for why certain user groups should exhibit more ITSM use than

others.

Finally, two studies identify users’ conscientiousness and autonomous motivation as
predictors of ITSM use (Hales et al. 2017; Webber et al. 2010). In behavior change
research, user motivation indicates their willingness and psychological preparedness to
adopt a medical intervention or engage in a volitional process (DiClemente et al. 2004;
Prochaska and DiClemente 1982). ITSM is largely a volitional process, and a certain level
of psychological preparation is necessary to plan the intervention strategy and facilitate
long-term user commitment (Biener and Abrams 1991 ; Daley and Duda 2006; Holt et al.
2010).

Table 1.5 Impacts on ITSM Use and User Experience

Impacts on ITSM use from:

ITSM presence | Roblin (2011), Storni (2010), Tsai et al. (2007), Tsanas et al. (2016), Welch et al.
(2007), Boyd et al. (2017), Isetta et al. (2017), Velardo et al. (2017)

ITSM mode | Raiff and Dallery (2010), Selvan et al. (2017)

[Or and Tao (2016), Turner-McGrievy et al. (2017)]
ITSM | Kendall etal. (2015), Murnane et al. (2016)

functionalities | [chung et al. (2015), Stomi (2014)]

Complex ITSM | Burke et al. (2012), Cadmus-Bertram et al. (2015), Carter et al. (2013), Cushing
intervention | etal. (2011), Sevick et al. (2010), Sevick et al. (2008), Turk et al. (2013), Wolin
etal. (2015), di Bartolo et al. (2017), Spring et al. (2017)

[Aharonovich et al. (2006), Conroy et al. (2011), Glasgow et al. (201 1), Laing et
al. (2015), Morgan et al. (2014), Partridge et al. (2016), Stark et al. (201 1),
Thomas et al. (2015), Turner-McGrievy et al. (2013), Wharton et al. (2014),
Aguiar et al. (2017)]

User | Aharonovich et al. (2006), Berry et al. (2015), Chung et al. (2015), Hall and
Murchie (2014), Webber et al. (2010), Wolin et al. (2015), Cosson et al. (2017),

characteristi
eSUiCS | ales et al. (2017), Matthews et al. (2017a), McDonald of al. (2017)
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Table 1.5 Impacts on ITSM Use and User Experience

[Glasgow et al. (2011), Karhula et al. (2015), Krukowski et al. (2013), Sevick et
al. (2010), Steinberg et al. (2014), di Bartolo et al. (2017), McKnight et al. (2017),
Selvan et al. (2017)]

Other influencing Sevick et al. (2010), Turner-McGrie_vy et QI‘ (2013), Adams et al. (2017), Chen et
al. (2017), Isetta et al. (2017), Mathieu-Fritz et al. (2017), Matthews et al.

factors (2017a)

[Ma et al. (2013)]

Impacts on ITSM perceptions and experiences from:

Festersen and Corradini (2014), Caballero-Ruiz et al. (2017), Johnston et al.
(2009), Nakano et al. (2011), Roblin (2011), Timmerman et al. (2016), Tsai et al.
(2007), Abrantes et al. (2017), Boyd et al. (2017), Coppini et al. (2017), Gu et al.
(2017), Gell et al. (2017), Isetta et al. (2017), McDonald et al. (2017), Mouzouras
et al. (2017), Olafsdottir et al. (2017), Welch et al. (2007)

ITSM presence

ITSM mode | Hutchesson et al. (2015), Raiff and Dallery (2010), Swendeman et al. (2015),
Fuller et al. (2017), Matthews et al. (2017a)

ITSM Hall and Murchie (2014), Hinnen et al. (2015), Andersen et al. (2017), Cai et al.
(2017), Edge et al. (2017)

functionalities
[Adams et al. (2017), Sage et al. (2017)]

Complex ITSM Cadmus-Bertram et al. (2013), Laing et al. (2015), Morgan et al. (2014), Sevick
et al. (2008)

[Carter et al. (2013), Ma et al. (2013), Biddle et al. (2017)]

intervention

User | Ramanathan et al. (2013)

characlenstics | .. -nd Murchie (2014)]

Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.2.1 Theme 2 Discussion and Future Directions

The key findings of theme 2 — along with directions for future research — are outlined in
Table 1.6. Research on ITSM use mostly focuses on SM frequency, which is an essential
building block of adherence to chronic care programs. ITSM mode matters with users

generally preferring technologies that impose less of a burden.

Only a few theoretical perspectives are used in theme 2 and over two thirds of the studies
do not employ any theoretical lens. For those that do, social cognitive theory is the most
widely cited. However, it is usually used to inform overall intervention design (e.g., Allen
et al. 2013) or to interpret study results (e.g., Cadmus-Bertram et al. 2013, Hales et al.
2017), rather than to support hypotheses specific to theme 2. Theoretical lenses including
TAM and UTAUT are also used in a few studies, but only for measurement development

(e.g. Laing et al. 2015, Ma et al. 2013). Thus, the extant studies in theme 2 rarely provide
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theoretical explanations regarding why users adhere to certain ITSM tools or interventions
and therefore use them more frequently. However, IS research includes several theories —
such as those related to coping (e.g., Beaudry & Pinsonneault 2005, Stein et al. 2015) and
habit (e.g., Polites and Karahanna 2013, Wilson et al. 2010) — which could be used in
future theme 2 research to better understand why patients with chronic conditions use (or

avoid) ITSM (see below for brief illustrations).

In theme 2, ITSM is often presented as a whole, thus we do not know how specific ITSM
functionalities fulfill users’ needs and expectations, nor how these needs influence use. It
is also unclear whether new and more advanced functionalities such as sophisticated data
display and gamified SM tasks (e.g. challenges, raising virtual pets) increases ITSM use
or are a distraction from the main SM task. Moreover, since the majority of the studies
under this theme used complex ITSM interventions (ITSM + non-IT components), it is
difficult to tease apart the effects of multiple intervention components. Thus, we do not

know whether the mixed results are due to the ITSM or the non-IT components.

A novelty effect is reported in multiple studies, and negative evaluations are reported for
newly developed functionalities such as innovative data display. It is possible that users
with chronic diseases are a group that may not react to novelty as well as other user groups
due to the crucial nature of the SM task. For example, diabetes patients who are already
familiar with traditional glucometer measuring approaches may be very hesitant to use
new continuous glucose monitoring technologies, in order to avoid any possible errors

which may impact their health.

We propose three promising areas for future research. First, although overall evaluation
of an ITSM is useful, more research should be conducted to understand how specific
ITSM functionalities increase use and enhance user experience. Sources of negative
experience and barriers to ITSM use should also be examined, especially as some of the
negative experiences emerge in studies of ITSM involving newer functionalities such as
gamification (Sage et al. 2017) and more advanced data display formats (Chung et al.
2015, Storni 2014). Theoretical lenses — such as coping theory (Beaudry & Pinsonneault

2005, Stein et al. 2015) that examines IT events, user evaluation, user responses, and
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nonconforming use patterns — can be useful for understanding negative user experience
with ITSM.  Second, new forms of ITSM may completely shift how the technology is
used, and even how we define ITSM use. With automatic data capture, SM frequency may
be of less concern. With insideables that are implanted in the body, SM duration and
frequency may not be an issue for intervention adherence. However, issues such as
properly applying the tool, data usage and connections with providers are still essential
parts of effective ITSM. Future research, drawing on existing IS theories of habit and
sporadic use (e.g., Polites and Karahanna 2013, Wilson et al. 2010), can go beyond ITSM
use as frequency to more deeply examine different patterns of ITSM use and to examine

how emerging IT functionalities influence these use patterns.

Third, the preference of less burdensome ITSM and perception of learning new
technologies or functionalities as a burden create an interesting paradox: new ITSM
technology may be less burdensome, but it may hinder patients from changing their
existing ITSM practices. Introducing new functionality may be difficult for these groups
of users where any errors made during the initial learning period with a new ITSM may
directly impact their health. Future research should untangle this paradox and examine

potential risks and user effort in ITSM for chronic care.

Table 1.6 Summary of theme 2

What is known

e Studies emphasizing new ITSM tool development and usability assessment generally
report positive evaluations when the system is introduced as a whole.

e |TSM use is measured by use frequency in a majority of the studies.

¢ Certain barriers impede ITSM use: several studies report negative opinions of specific
ITSM functions such as unfamiliar data display formats and gamification.

e Users generally prefer ITSM technologies that impose less of a burden on them (e.g.
automated SM is preferred over paper-based SM).

« A “novelty effect” for complex ITSM interventions exists where initial use drops off over
time.
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Table 1.6 Summary of theme 2

What is unknown and suggestions for future research

* How specific IT functionalities influence ITSM use and perceptions.
»  Study which specific IT functionalities of ITSM increase use and enhance user
perceptions.
» Investigate sources of negative user experience and barriers to SM use.
» Go beyond ITSM use as frequency to more deeply examine different patterns of
ITSM use and to examine how emerging IT functionalities influence these use
patterns.
e If more advanced IT functionalities (e.g., for automatic data capture) increase ITSM use.
» Untangle the observed paradox of how newer automated technologies with less
burdensome data collection are preferred for chronic care, as well as whether
this technological novelty can also be a barrier for users with chronic diseases.
» Investigate the potential roles of effort and risk on ITSM use.
» Whether and how user characteristics such as age, education, and lifestyle influence
ITSM use and use perceptions.
» Empirically examine the impact of a broader range of user characteristics.

1.6.3 Theme 3- Effects on Chronic Care Goal Achievement

Studies examining impacts on chronic care goal achievement are represented by two main
pathways: effects of ITSM characteristics (N=79) and impacts of ITSM use and user
experiences (N=30). Two frequently examined outcomes required for chronic care goal
achievement are behavior change that is related to the task being monitored (e.g., a certain
number of steps to take each day), and health improvement that is related to the

overarching chronic care goals (e.g., weight loss) (see Figure 1.5).

ITSM Characteristics E ' Chronic Care Goal

T = — Achievement
ITSM Presence/Absence | A

(Introduction of ITSM as a whole) ITSM Use Behavior Behavior Chanaa
=T : Lo gm l:fqr of SM entries - Physical activities |
ode Comparison [ requency - Dietary behavior '
- _(e.g. web Yimobule vs. Eaa_per) ! SM duration = Other (e.g, drinking, smokiriy, | |
— — — Times of visits : g. dninking [
Complex ITSM-Based Intervention | LSJTeasgtltjé?r?)édescripuve) | social participation) |
ITSM Presence | ’” o - ‘ — i
OR ! Health Improvement
Introduction of Key ITSM [ - Weight-related
Functionality | | |- Wellbeing & quality of life
= —— = = i ITSM Perceptions & - Disease & symptom related | |
Non—lgfn?gloellgnmt:ntary : Experiences o Medication-related
(e.g. periodic clinic visits, face-to- [ Satisfaction fs— — =— — |
face interview and feedback, | - Perceived helpfulness '
counseling) | — — ==

Figure 1.5 Relationships Investigated for Chronic Care Goal Achievement
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1.6.3.1 Effects of ITSM Characteristics on Behavior Change

Thirty-six studies examine the direct impacts of ITSM characteristics — whether as ITSM
presence, ITSM mode, or complex ITSM interventions — on behavior change. The
majority of these studies use randomized controlled trial (RCT) experiments. Two main
behavior changes examined in the literature are improving physical activity such as
increasing daily steps, physical activity time and reduction of sedentary time (e.g.,
Cadmus-Bertram et al. 2015; Goto et al. 2014), and improving dietary behavior such as
increasing fiber intake, increasing vegetable intake, and balancing calorie consumption
(e.g., Ambeba et al. 2015; Jakicic et al. 2017). Some studies examine other behaviors such
as the reduction of drinking and smoking (e.g. Swendeman et al. 2015; Aharonovich et
al. 2017), both of which are risk factors for psychiatric diseases including depression and

bipolar disorder.

The studies suggest that ITSM characteristics generally improve physical activity. Mobile
applications and wearables (including pedometers and accelerometers) are the most
frequently studied ITSM devices to track steps and physical activity time. ITSM mode
comparison studies show that ITSM is better than flexible self-care with periodic
counseling (Ruotsalainen et al. 2015), and IT-based SM is more efficient than paper-based
SM (Conroy et al. 2011). Type of device (e.g. web-based vs. wearable-based SM) does
not seem to influence behavior change. It may be that the presence of ITSM — either using
a standalone smart device or multiple connected devices — can perform the simple SM
tasks required for physical activity. However, evidence shows that devices providing
supportive data display and reflection functions are more effective in improving physical
activity (Goto et al. 2014). Several studies report no improvements related to physical
activity (see Table 1.7 for a complete list of studies). Potential reasons for these non-
supportive results could be using measures that are not directly related to SM tasks, such
as sedentary time instead of physical activity time (Biddle et al. 2017; Jakicic et al. 2017)
or moderate-to-vigorous PA time instead of PA in general (Abrantes et al. 2017). It should
also be noted that the majority of this research employs complex ITSM interventions
where the ITSM is combined with multiple non-IT components such as education on self-

regulation skills (Morgan et al. 2014), externally prescribed goals (Cadmus-Bertram et al.
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2013), or periodic physician reviews of SM results with medical feedback (Nicklas et al.
2014). Thus, it is difficult to clearly attribute the effects of ITSM on physical activity (or
lack thereof) to either the non-IT components or the ITSM itself.

ITSM characteristics also have some positive impacts on dietary outcomes, but the results
are less conclusive regardless of the design of the intervention or the mode of IT being
used. There are two patterns in the non-supportive results: First, most intervention designs
do find positive change-from-baseline effects for those with the ITSM, but no significant
differences are found between the various ITSM and control groups (Acharya et al. 2011).
Thus, the change-from-baseline improvements show the effectiveness of particular ITSM
interventions, but no conclusions can be drawn regarding which ITSM intervention design
is superior. Second, ITSM characteristics significantly improve general dietary measures
such as total calorie consumption, but it does not consistently improve more specific diet
indicators such as fiber, sodium, and fat intake (Allen et al. 2013; Jakicic et al. 2016;
Schroder 2011; Welch et al. 2013). This highlights the complexity of dietary-related SM
tasks, and 'more research is needed to investigate how to improve specific dietary goals,
as certain diseases are more closely linked with specific dietary intakes (e.g. instead of

controlling for total calorie consumption, diabetes patients should avoid high carb intake).

Table 1.7 Effects of ITSM Characteristics on Behavior Change

Impacts on physical activity from:

ITSM | Gell etal. (2017)
presence/absence

ITSM mode | Conroy et al. (2011), Turner-McGrievy et al. (2017)
[Goto et al. (2014), Ruotsalainen et al. (2015)]

Complex ITSM | Cadmus-Bertram et al. (2015), Cadmus-Bertram et al. (2013), Conroy et al.

interventions | (2011), Donaldson and Normand (2009), Fukuoka et al. (2011), Izawa et al.
(2006), Nicklas et al. (2014), Jakicic et al. (2016), Morgan et al. (2014),
Nicklas et al. (2014), Plow and Golding (2017), Vogel et al. (2017), Wang et
al. (2012)

[Allen et al. (2013), Abrantes et al. (2017), Biddle et al. (2017), Jospe et al.
(2017a), Jones et al. (2014), Laing et al. (2015), Sasai et al. (2017)]

Impacts on dietary behavior change from:

ITSM | Barakat et al. (2017), Mummah et al. (2017)
presence/absence

[Dowell and Welch (2006)]
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Table 1.7 Effects of ITSM Characteristics on Behavior Change

ITSM mode | [Welch et al. (2013), Turner-McGrievy et al. (2017)]
Complex ITSM | Donaldson and Normand (2009), Fukuoka et al. (2011), Jones et al. (2014),
interventions | Morgan et al. (2014), Nicklas et al. (2014), Wang et al. (2012), Acharya et

al. (2011), Ambeba et al. (2015), Turner-McGrievy et al. (2013), Kempf et
al. (2017), Jakicic et al. (2016)

[Allen et al. (2013), Laing et al. (2015), Schroder (2011), Jospe et al.
(2017a)]

Impacts on other behavior changes from:

ITSM
presence/absence

Boyd et al. (2017)

ITSM mode

Swendeman et al. (2015)

Complex ITSM
interventions

[Aharonovich et al. (2006), Abrantes et al. (2017), Aharonovich et al.
(2017b)]

Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.3.2 Effects of ITSM Characteristics on Health Improvement

Sixty-four studies report the direct impacts of ITSM characteristics on health

improvement. As with the previous section, a majority of the studies employ complex

ITSM interventions. Most of the studies examine weight-related outcomes or

disease/symptom improvement, whereas a handful of studies examine quality of life self-

assessment and medication change (see Table 1.8).

Table 1.8 Effects of ITSM characteristics on health improvement

Impacts on weight from:

ITSM mode

Welch et al. (2013), Turner-McGrievy et al. (2017)
[Ruotsalainen et al. (2015)]

Complex ITSM
intervention

Acharya et al. (2011), Burke et al. (2012), Cadmus-Bertram et al. (2013),
Carter et al. (2013), Chambliss et al. (2011), Dennison et al. (2014),
Karhula et al. (2015), Morgan et al. (2014), Nicklas et al. (2014), Schroder
(2011), Shuger et al. (2011), Sidhu et al. (2016), Steinberg et al. (2013),
Thomas et al. (2015), Turk et al. (2013), Turner-McGrievy et al. (2013),
Wharton et al. (2014), Aguiar et al. (2017), Carels et al. (2017), Kempf et
al. (2017), Jakicic et al. (2016), Moho Shaiful et al. (2017), Munster-Segev
et al. (2017), Nishimura et al. (2017)

[Allen et al. (2013), Jones et al. (2014), Laing et al. (2015), Wang et al.
(2012), Abrantes et al. (2017), Jospe et al. (2017a), Spring et al. (2017)]

Impacts on disease/symptoms from:

ITSM presence

Dietrich et al. (2017), Downing et al. (2017), Sieber et al. (2017), Gell et al.
(2017)

[Nerregaard et al. (2014), Umapathy et al. (2015)]
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Table 1.8 Effects of ITSM characteristics on health improvement
ITSM mode Goto et al. (2014)

[Or and Tao (2016), Goffinet et al. (2017)]

Complex ITSM Chambliss et al. (2011), Karhula et al. (2015), Naylor et al. (2008), di
Bartolo et al. (2017), Haak et al. (2017), Hansen et al. (2017), lljaz et al.
(2017), Jiet al. (2017), Kempf et al. (2017), Jakicic et al. (2016), Mantani
et al. (2017), Moho Shaiful et al. (2017), Munster-Segev et al. (2017),
Nishimura et al. (2017), Sasai et al. (2017), Steinberg et al. (2017)

[Abrantes et al. (2017), Garg et al. (2017), Jospe et al. (2017a), Simons et
al. (2017), Young et al. (2017)]

intervention

Impacts on quality of life from:
ITSM mode | [Polonsky et al. (2017)]

Complex ITSM [Karhula et al. (2015), Ryan et al. (2012), di Bartolo et al. (2017), Young et
al. (2017)]

intervention

Impacts on medication from:
ITSM presence | [Dietrich et al. (2017)]

Complex ITSM | Naylor et al. (2008), Aharonovich et al. (2017a), Aharonovich et al.
intervention | (2017b), Kempf et al. (2017)

[Pedersen et al. (2012), Plow and Golding (2017)]
Note. Studies in italicized brackets have non-supportive or mixed results.

Weight management is usually associated with physical activity and/or diet SM, and
ITSM demonstrates consistent improvement in weight management when compared to
paper SM (Morgan et al. 2014; Wang et al. 2012) or presented together with non-IT
components such as counseling and feedback (Cadmus-Bertram et al. 2013; Kempf et al.
2017). However, there is no obvious trend regarding which device performs better, or
which part of the complex ITSM intervention is more essential. Several studies report
non-significant between-group effects (Jones et al. 2014; Shaiful et al. 2017), and when
the weight outcome is measured by BMI or body composition, the results become
increasingly inconsistent, even for the change-from-baseline effects (Jones et al. 2014;

Ruotsalainen et al. 2015; Jakicic et al. 2016).

For disease and symptom-related improvement, the number of studies for each type of
symptom is small—for example, blood pressure in Laing et al. (2015), joint function in
Umapathy et al. (2015), depression in Faurholt-Jepsen et al. (2015) and asthma symptoms
in Ryan et al. (2012). All of these studies yield mixed results, so no general conclusions

can be made. A relatively frequent health outcome that has been reported is HbAlc
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(average blood glucose sugar levels) for diabetes studies. However, the results are
generally non-supportive regardless of SM approach (tablet vs. paper plus glucometer, Or
and Tao 2016) or complex ITSM intervention used (e.g. with or without feedback,

education or counseling, Greenwood et al. 2015; Young et al. 2017).

Likewise, although positive results are reported regarding medication change and certain
aspects of self-rated quality of life, there are not enough studies to reach any general
conclusions. No study finds significant improvement for all aspects of quality of life,
perhaps because the measurement scale used (usually SF-36 questionnaire, Brazier et al.

1992) includes various aspects of life which do not directly relate to SM goals.

1.6.3.3 Effects of ITSM Affordance Bundles on Chronic Care Goal Achievement

In the theme 3 studies, ITSM is often examined as whole systems which contain various
bundles of ITSM functionalities. Although studies did not explicitly investigate the effects
of specific affordances, we organize the ITSM affordance bundles from theme 3 in order

to see if any patterns emerge (see Appendix Table A2).

In general, automatic data capture with data display exhibits more consistent supportive
results across all types of goal achievement than interventions with manual data entry.
When push messages are employed, the intervention seems more effective regardless of
the data collection approach, except for symptom and medication-related outcomes.
Surprisingly, ITSM that supports goal setting and manual data does not exhibit
improvement for behavior change and health outcomes. One possible explanation is that
patients might have a stronger tendency to misreport the data or adjust goals in order to
make the SM results look good and match goals even when no real progress is being made.
Since the studies do not report how patients set their goals and perform SM data entry,
more investigation is needed to understand under what conditions goal setting, along with

other functionalities, is beneficial.

1.6.3.4 Effects of Non-IT Components on Chronic Care Goal Achievement

Because ITSM is not delivered on its own in many cases but as part of a complex ITSM
intervention, we attempt to further explore the effects of the non-IT components. The

extant studies rarely employ the controlled factorial designs necessary to untangle and
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compare the role of specific intervention components (for two notable exceptions, see
Allen et al. 2013 and Nishimura et al. 2017), so it is difficult to attribute the success or
failure of an intervention to either the ITSM or the non-1T components. Thus, we organize
the existing interventions from theme 3 by examining the presence of non-IT components
(even if they were not directly examined in the studies) to see if any patterns emerge (see

Appendix Table A3).

When no non-IT components are present, the results are highly mixed across all outcomes.
Similarly, no patterns emerge regarding the effects of non-IT components on chronic care
goal achievement. However, four general types of non-IT components are often present,
and we describe these types in order to offer insights for future research. The first type is
offline education which involves face-to-face training and counseling regarding the
disease and self-management skills. This component is either implemented as a one-time
education session before the start of the intervention (e.g. motivation elicitation session,
Aharonovich et al. 2017b) or implemented periodically throughout the intervention (e.g.
weekly coaching in self-regulatory skills, Cadmus-Bertram et al. 2013). The intensity and
adaptability of education content vary across studies, but the majority of interventions
adopted a pre-designed approach in which the education material is released to the patients
gradually without considering the patients’ progress or ITSM use experiences. Employing
a factorial experimental design, one study examines the effects of both counseling
intensity and mobile SM, finding that groups which had both counseling and mobile SM
lost more weight than the groups with only counseling or only mobile SM (Allen et al.
2013). Future research can focus more on education delivery by exploring how to use the

data from the ITSM to deliver more personalized training.

The second type is goal-related components, namely goal prescription by physicians and
goal adjustment during the intervention (e.g. Aharonovich et al. 2017a). One study did
carefully isolate the effects of non-IT components: Nushimura and colleagues (2017)
study the effects of structured versus routine SM procedures for patients with diabetes
while controlling for all other non-IT components, finding that structured SM improves
glycemic control while routine SM improves patients” own SM practices. Physicians may

assign a specific target for the SM tasks (e.g. 5% weight loss and at least 150 minutes of
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physical activity, Allen et al. 2013) or create a detailed action plan (e.g. self-management
plan, Karhula et al. 2015). These goals can be process-oriented (e.g. number of SM
recordings per day) or outcome-oriented (e.g. calorie expenditure per day). Future
research can employ goal theories (e.g. goal-setting theory, Locke and Latham 2002) and

explore the effectiveness of various goals under different conditions.

The third type of non-IT component is written and/or oral feedback provided by healthcare
providers after periodically reviewing the SM results. While IT-based feedback has the
advantage of being provided in real-time, written and/or oral feedback may feel more
personal, which may elicit better supervision and reinforcement effects. Future research
can further investigate feedback mechanisms and compare different modes of feedback to

inform better intervention design.

Lastly, offline social activities are used in several studies, including group exercise
sessions (e.g. Shaiful et al. 2017) and group-based competition (e.g. Spring et al. 2017).
Compared to online social activities in which IT helps construct virtual groups and peer
support infrastructures, offline social activities rely more on the organizer (i.e.
interventionists) and the requirement of physical presence may make this component
difficult to implement during a longitudinal intervention. However, future researchers
could examine whether online social mechanisms (usually easier and cheaper to

implement) complement or are substitutes for offline social mechanisms.

Appendix Table A3 also presents various combinations of non-IT components. All
combinations exhibit mixed results for most of the outcomes. The only evident pattern
that emerges is that non-IT educational components exhibit chronic care goal
achievements related to weight, and these effects hold when education is combined with
feedback. One reason for this effect may be the complex and non-linear relationship
between dietary intake and weight requires extra patient education for the ITSM to be
effective. Future research is needed to systematically examine the effects of various
combinations of non-IT components. In summary, it is difficult to draw conclusions
regarding the impacts of the non-IT components based on existing evidence, since the

extant research exhibits many mixed results.
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1.6.3.5 Effects of ITSM Use on Chronic Care Goal Achievement

ITSM use, as indicated by SM duration or frequency, has several benefits including
improved physical activity level (Conroy et al. 2011) and improved dietary behaviors
(Glasgow 2011; Jospe et al. 2017). ITSM misuse patterns such as obsessive use and app
manipulation may worsen eating disorders (Eikey et al. 2017). Frequency of ITSM entry
and data usage can generally predict weight loss (e.g. Kolodziejczyk et al. 2014; Ma et al.
2013; Painter et al. 2017) and HbA lc change (Irace et al. 2017; Lee et al. 2017; Selvan et
al. 2017). However, the impacts on other disease-related outcomes are less clear (insulin

and cholesterol level, Williamson et al. 2010; blood pressure, Wolin et al. 2015).

Among the twelve studies that simultaneously examine impacts of ITSM characteristics
and ITSM use on goal achievement (see Table 1.9), nine report positive results for both
relationships (Burke et al. 2012, Cadmus-Bertram et al. 2013; Conroy et al. 2011; Morgan
et al. 2014; Spring et al. 2017; Thomas et al. 2015; Turk et al. 2013: Turner-McGrievy et
al. 2013; Turner-McGrievy et al. 2017). One reports that while the complex ITSM
intervention has positive effects on weight loss, it does not increase ITSM use (Steinberg
et al. 2013). Two others report that even when ITSM use and satisfaction are high, the
intervention may not lead to weight loss (Polonsky et al. 2017; Wang et al. 2012). No
studies formally test mediation effects of ITSM use on the relationship between ITSM
characteristics and chronic care goal achievement. In general, the abundance of studies
that examine impacts of ITSM use on chronic care goal achievement provide supportive
evidence that it is not only the presence of ITSM, but also the extent of use that drives

chronic care achievements.

Table 1.9. Impacts of ITSM Use and User Experience on Chronic Care Goal

Achievement

Impacts on behavior change from:

ITSM use | Conroy et al. (2011), Glasgow et al. (2011), Turner-McGrievy et al.
(2013), Eikey et al. (2017), Jospe et al. (2017b)

[Steinberg et al. (2013)]

ITSM perceptions &

3 Cadmus-Bertram et al. (2013)
experience

Impacts on health improvement from:
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Table 1.9. Impacts of ITSM Use and User Experience on Chronic Care Goal

Achievement

Berry et al. (2015), Burke et al. (2012), Conroy et al. (2011), Jongen
et al. (2015), Kolodziejczyk et al. (2014), Krukowski et al. (2013), Ma
et al. (2013), Morgan et al. (2014), Steinberg et al. (2014), Thomas
et al. (2015), Turk et al. (2013), Turner-McGrievy et al. (2013), Wang
et al. (2012), Webber et al. (2010), Hales et al. (2017), Irace et al.
(2017), Jospe et al. (2017b), Lee et al. (2017), Matthews et al.
(2017a), Painter et al. (2017), Selvan et al. (2017), Spring et al.
(2017), Turner-McGrievy et al. (2017)

[Steinberg et al. (2013), Williamson et al. (2010), Glasgow et al.
(2011), Wolin et al. (2015)]

ITSM use

ITSM perceptions & | Cadmus-Bertram et al. (2013)

EXPENENCe | oolonsky et al. (2017)]

Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.3.6 Effects of Behavior Change on Health Improvement

Six studies report the impacts of successful behavior change on improving health
outcomes (see Figure 1.6 and Table 1.10). Increased physical activity level in terms of
time and daily steps (Conroy et al. 2011; Painter et al. 2017; Turner-McGrievy et al. 2013)
and lower fat intake (Kolodziejczyk et al. 2014) are associated with successful weight
loss. Impacts of physical activity time on reduction in depression and anxiety are
inconsistent, which may be due to the method of measurement (e.g., general exercise vs.
moderate-to-vigorous activities, Abrantes et al. 2017). Other studies do not find
correlations between physical activity and alcohol use reduction (Abrantes et al. 2017)
and between HbA 1c improvement and self-rated quality of life (Paula et al. 2017). Since
chronic care is a long-term journey, patients may have nested behavioral goals in addition
to their overarching health goals. The design of the intervention and related ITSM
affordances should help users achieve those more actionable behavioral goals in order to

gradually achieve more challenging health goals.

BehavE)_r_Cl_u;ge Healtmrﬁa';vement
C- Physical activities - Weight related
- Drinking - Disease & symptom related
- Dietary behavior - Wellbeing & quality of life )

Figure 1.6 Effects of Behavior Change on Health Improvement



Table 1.10 Role of Behavior Change

Effects of behavior change on:
[Abrantes et al. (2017)]

Other behavior changes

Conroy et al. (2011), Kolodziejczyk et al. (2014), Turner-McGrievy et

Health improvement \
al. (2013), Painter et al. (2017)

[Abrantes et al. (2017), Paula et al. (2017)]
Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.3.7 Theme 3 Discussion and Future Directions

To summarize, ITSM research on chronic care goal achievement focuses on behavior
change, such as physical activity and diet, and health improvements such as weight
management, symptom relief, medication change and self-rated quality of life (see Table
I.11). Most of the studies investigate obesity-related issues, which may explain why
physical activity, diet and weight SM have received more attention. Yet the results should
have implications for other chronic care contexts, since lack of exercise and being
overweight are risk factors linked to many chronic diseases (Fine et al. 2004). The results
generally support the positive impacts of ITSM on physical activity, diet and weight
reduction, although inconsistent results are reported for between-group differences and
some specific measures (e.g. detailed diet indicators, sedentary time, BMI). The results
for improving HbA I ¢ in diabetes management and self-rated quality of life are often non-
supportive. Overall, these mixed results demonstrate the challenge of using ITSM to
change behavior and improve chronic health conditions, although some results do show

the positive impacts of ITSM use on behavior change and health improvement.

Similar to theme 2, almost two thirds of the studies in theme 3 do not employ a theoretical
lens. For those that do, social cognitive theory is again the most widely used, employed
to inform overall intervention or program design (e.g., Allen et al. 2013; Hales et al. 2017)
or to interpret study results (e.g., Abrantes et al. 2017; Aguiar et al. 2017). Several studies
draw on cognitive behavioral therapy — more of a treatment framework than a theory — to
inform intervention design (e.g., Barakat et al. 2017; Mantani et al. 2017). The
transtheoretical model of behavioral change (Prochaska and DiClemente 1982) is also

used, largely for scale development (e.g., Goto et al. 2014; Izawa et al. 2006). While some
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theme 3 studies draw on theory and frameworks to inform intervention design, they
seldom clearly explain the one-to-one correspondence between theoretical mechanisms
and practical intervention components. These theories are mostly used as a background
or overarching guidance for the intervention development. For example, social cognitive
theory is used to highlight the importance of feedback as a reinforcement mechanism (e.g.,
Abrantes et al. 2017; Mummah et al. 2017). However, these important mechanisms are
not formally tested; instead, they are usually taken for granted as already being part of
ITSM. Future theme 3 research should more deeply engage with existing theories (such

as social cognitive theory) to examine the impacts of ITSM on goal achievement.

There are several areas of theme 3 that require additional future research. First, chronic
care programs can be multifaceted, and complex ITSM interventions are often
accompanied by non-IT components. While it may be useful for healthcare practitioners
to consider the chronic care intervention as a whole, it is difficult to determine whether
the noted improvements (or lack thereof) in behavior and health can be attributed to ITSM
alone or to the various non-IT components (e.g., counseling and face-to-face feedback
during clinical visits). More effort is needed to untangle the effects of the ITSM
intervention components in order to better assess impacts and design more effective [ITSM
interventions. Such untangling is necessary to understand the synergies between the ITSM
and its multiple non-IT components: they may be additive, complementary, or
substitutive (Milgrom and Roberts 1995; Samuelson 1974; Titah and Barki 2009).
Negative effects may also emerge if the ITSM is too complex and is overwhelming for

the patients.

Future research can try to untangle these effects by (1) implementing better controlled
experiments with factorial designs, (2) conducting in-depth investigations of specific
mechanisms both with and without IT support (e.g. goal-setting mechanisms, feedback
mechanisms, social mechanisms), and (3) applying configurational logic (e.g. using
qualitative comparative analysis, Schneider and Wagemann 2010) to understand the
necessary and/or sufficient components of an effective ITSM design. One example of a
better controlled design examines the impacts of counseling by manipulating counseling

content and intensity while controlling for mobile SM procedures and feedback
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components (Allen et al. 2013). Similarly, another study compares structured SM
procedures with routine SM procedures while controlling for all the other non-IT
components (Nishimura et al. 2017). Both studies found significant between-group
differences, suggesting that carefully designing studies to account for the various parts of

the complex ITSM interventions may increase the chances of finding clear results.

Second, since ITSM is usually presented as a whole, it is unclear whether the devices with
more add-on features — such as an interactive display, real-time communication with
physicians, or gamification — yield better outcomes than devices with more basic features.
Future research should go beyond simple presence or absence of ITSM to investigate the
effects of specific IT functionalities and how they are delivered to impact goal
achievement. For example, the incorporation of an incentive system is a new trend in
many fitness tracking devices (Hales et al. 2017), and future research should investigate
the impacts of incentive design (e.g. process-based vs. event-based incentives, financial
vs. virtual incentives). Similarly, with the help of advanced data analysis techniques,
future research can compare the effectiveness of different feedback modes (Shin and
Biocca 2017), such as comparing feedback format (image vs. textual), timing (event-
triggered vs. pre-set), and tone (human-like vs. system-like). Future research in chronic
care can focus on how to take advantage of emerging technologies and harness the

potential of their functionalities.

Third, more research is needed on health outcomes other than weight loss, as well as
behavior outcomes other than physical activity and dietary intake. There are many
additional risk factors that are common to multiple chronic diseases and are good
candidates for ITSM, such as infections, physiological markers specific to the disease
(e.g. metabolome, blood lipids, inflammation) and subclinical symptoms (Tzoulaki et al.
2016). While previous ITSM research was limited by the self-measurement tools
commonly available (e.g. pedometer for steps and mobile app for dietary intake), recent
technological advances provide more extensive data capture capabilities for the personal
collection of various chronic conditions and risk factors (for example, insideables that can

track blood glucose levels). A deeper understanding of these technological advancements,
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how they are changing the delivery of ITSM affordances, and their associated outcomes

will allow researchers to investigate a wider range of chronic care issues.

Table 1.11 Summary of Theme 3

What is known

« |TSM presence can help improve physical activity, dietary behavior and weight
management.

e |T-based SM is superior to paper-based SM for PA, diet and weight outcomes.

e Complex ITSM interventions exhibit change-from-baseline effects for PA and weight
outcomes.

* |TSM presence does not currently improve diabetes management (i.e. does not improve
HbA1c).

¢ |TSM presence does not currently improve self-rated quality of life.

« |TSM use as indicated by SM frequency exhibits positive impacts on PA, dietary and
weight management.

« Achieving behavioral goals (e.g. increased physical activity) is beneficial for achieving
health goals (e.g. weight reduction)

What is unknown and suggestions for future research

¢« Whether the noted improvements in behavior and health can be attributed to ITSM
alone or to the various components of the complex interventions (e.g., counseling and
face-to-face feedback during clinical visits).
> Employ more rigorous research designs capable of untangling the effects of
complex ITSM interventions.

e Whether the non-significant results of complex ITSM interventions are caused by the
ITSM or other components of the complex interventions that are competing sources of
influence (e.g., ITSM may improve while gamification may impede health
improvements).

e« Whether ITSM devices with more add-on features (e.g. interactive display, real-time
communication with physicians, gamification) can yield better outcomes than more basic
ITSM.

» Go beyond ITSM presence/absence and investigate the effects of specific IT
functionalities and how they are delivered to impact goal achievement.

» Examine ITSM system design with more focus on how to access the potential of
more recently available functionalities.

e Whether the impacts of ITSM presence on chronic care goal achievement is mediated
by ITSM use and/or intermediate outcomes.
> Employ longitudinal designs which capture and analyze the mediating effects of
intermediate outcomes.

e« Whether ITSM is useful for managing more specific disease symptoms that require
complex measurement.
« Which ITSM functionalities are better than others for disease-specific chronic care
goals.
» Examine ITSM impacts on a wider range of behaviors and health goals.

57



1.6.4 Theme 4- Intermediate Qutcomes of ITSM

The intermediate outcomes of ITSM affordance actualization are the direct results that
individuals can achieve due to engaging in ITSM, including psychological or cognitive
states induced by the ITSM. The affordance actualization framework suggests that these
intermediate outcomes are key mechanisms that help achieve ultimate chronic care goals.
The abundance of studies in theme 3 that examine impacts of ITSM characteristics and
ITSM use on chronic care goal achievement yield many inconsistent results, implying the
existence of these intermediary outcomes. We analyze the ITSM intermediate outcomes
in the literature and — through an iterative process of coding, categorization, and research
team discussion — find that four categories emerge: patient learning and self-reflection,
patient-provider co-management, social interaction with family and peers, and ITSM
intervention satisfaction and compliance. In total, fifty-four studies investigate various
factors that influence the impacts of, and/or the relationships between, these intermediate
outcomes. Although the number of studies for each pair of relationships is small and
results are often inconsistent, these studies provide initial evidence regarding the black

box between ITSM use and chronic care goal achievement.

1.6.4.1 Intermediate Outcome 1: Patient Learning and Self-Reflection

ITSM can enhance user learning and reflection by delivering education materials and
presenting SM data in meaningful ways. As a result, patients can have better
comprehension of health problems and SM data so that they can interpret the numbers,
find trends, and identify patterns between their SM and chronic conditions (Ayobi et al.
2017; Felipe et al. 2015; Hinnen et al. 2015; Murnane et al. 2016). Three types of
intermediate outcomes related to patient learning and self-reflection emerge from the
literature: self-understanding, self-efficacy, and health literacy. Figure 1.7 and Table 1.12

present the key constructs and relationships within this theme.
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ITSM Characteristics

ITSM Presence/ Absence

ITSM Mode Comparison
(e.g. web vs. mobile vs. paper)

approach)
Complex ITSM Intervention
ITSM Presence/ Absence

OR
Introduction of Key ITSM
Functionality

Non-IT Complementary
Components

face interview and feedback,
counselling)

(Introduction of ITSM as a whole)

Specific ITSM Functionality
(e g data display format, data entry

(e.g. periodic clinic visits, face-to-

Intermediate Outcomes

Intervention Satisfaction &
Compliance
ITSM Use Behavior -program engagement

- Use pattern(descriptive)

ITSM Perceptions &
Experiences -
- Satisfaction Patient Learning & Self-

Reflection

Behavior Change
= - Dietary behavior

o= Self-understanding
|- Self-efficacy

- Health literacy

!

Paliant-Provider'Co-Management
-Provider's SM data use

Figure 1.7 Relationships Investigated for Patient Learning and Self-reflection

Table 1.12 Role of Patient Learning and Self-reflection
Impacts on self-understanding from:

ITSM presence

Ayobi et al. (2017), Bonilla et al. (2015), Murnane et al. (2016), Narregaard
et al. (2014), Tsai et al. (2007), Andersen et al. (2017), McDonald et al.
(2017), Velardo et al. (2017)

[Felipe et al. (2015), Gell et al. (2017), Verdezoto and Gronvall (2016)]

ITSM mode

Swendeman et al. (2015)
[Goffinet et al. (2017)]

ITSM functionalities

Hinnen et al. (2015), Kendall et al. (2015), Mathieu-Fritz et al. (2017)

Complex ITSM
intervention

Aharonovich et al. (2006)

[Cadmus-Bertram et al. (2015), Greenwood et al. (2015), Jones et al.
(2014), Webber et al. (2010)]

ITSM use and
experience

Chung et al. (2015), Mathieu-Fritz et al. (2017)

Patient-provider co-
management

Chung et al. (2015), Andersen et al. (2017)

Impacts on self-efficacy from:

ITSM mode | [Goto et al. (2014), Welch et al. (2013), Polonsky et al. (2017)]
Complex ITSM Izawa et al. (2006), Garg et al. (2017), Plow and Golding (2017)
intervention | [Greenwood et al. (2015), Laing et al. (2015), Ryan et al. (2012), Rader et
al. (2017)]
ITSM use and | \1atthews et al. (2017a), Polonsky et al. (2017)
experience

Impacts on health literacy

ITSM mode

[Or and Tao (2016)]
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Table 1.12 Role of Patient Learning and Self-reflection

Complex ITSM Pedersen et al. (2012)
intervention | [Greenwood et al. (2015)]

Impacts of self-understanding on...

Behavior change | Bonilla et al. (2015), Kendall et al. (2015)

ITSM use | Eikey etal. (2017)

Intervention compliance | Chung et al. (2015)
Note. Studies in italicized brackets have non-supportive or mixed results.

Patients can use their ITSM data to enhance understanding of their SM results. Patients
who habitually use ITSM become increasingly capable of interpreting the results,
identifying the correlations, and exploring the causal relations between’ their daily
activities and health conditions (Ayobi et al. 2017; Chung et al. 2015; Felipe et al. 2015,
Kendall et al. 2015). Their data interpretation proficiency can be improved through more
efficient data display formats (Hinnen et al. 2015) and guidance from clinicians (Anderson
et al. 2017; Chung et al. 2015). However, even patients who know how to interpret SM
data may not know how to respond in specific health situations and take the right actions
(Verdezoto and Gronvall 2016). ITSM can also improve patients’ awareness of their self-
monitored behavior (e.g. excessive drinking, Aharonovich et al. 2006; dietary intake,
Bonilla et al. 2015) and health conditions (e.g. body concern, Ayobi et al. 2017), which
helps them foresee the health consequences and prompts preventive and self-regulative
actions (Felipe et al. 2015; Murnane et al. 2016; Norregaard et al. 2014). Two experiments
find that ITSM did not improve self-understanding and awareness (Jones et al. 2014;
Goffinet et al. 2017). It may be that such awareness is influenced by ITSM design or IT
use frequency (e.g. daily vs. bi-weekly SM, Swendeman et al. 2015). The mostly
qualitative and descriptive studies that report supportive results provide initial evidence
of the impacts on self-awareness, but quantitative analysis is needed to show the actual

level of impacts for these relationships.

The impacts on other intermediate outcomes related to patient learning and self-reflection
are less consistent. Self-efficacy and motivation level are the two frequently examined
concepts in the ITSM literature. Social cognitive theory — which is the theoretical

foundation for many ITSM intervention designs — suggests that improving a patient’s
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confidence in his/her ability to self-manage chronic conditions should enhance chronic
care goal achievement (Bandura, 1977). A positive correlation between intervention
satisfaction and patients’ confidence in self-management has also been reported
(Polonsky et al. 2017). Yet, evidence shows that it is challenging to improve self-efficacy
through ITSM even with carefully designed education sessions (Laing et al. 2015; Rader
et al. 2017; Ryan et al. 2012; Welch et al. 2013). One beneficial approach is to help
patients improve readiness and motivation, which is reported in several studies (Polonsky
et al. 2017; Tsai et al. 2007; Webber et al. 2010). In terms of health literacy, only one
study shows ITSM improves patients’ disease-related knowledge (Pedersen et al. (2012);
however this effect may be due to the other components of the complex ITSM

intervention.

Few studies examine the impacts of patient learning and self-reflection on chronic care
goal achievement. For example, one study mentions qualitative evidence regarding the
beneficial effects of patient awareness and motivation on improved eating habits (Bonilla
et al. 2015). More research is needed to investigate the impacts of these intermediate
outcomes, as theory would suggest that patients’ psychosocial conditions could have
profound impacts on chronic care goal achievement (Alderson 1998; Bandura 1998; Deci

and Ryan 2008; Walker 2001).

1.6.4.2 Intermediate Outcome 2. Patient-Provider Co-Management of Chronic
Conditions

Patient-provider interactions and shared medical decision making is a current trend in
chronic care (Bodenheimer et al. 2002; Frantsve and Kerns 2007; Nam et al. 2011). More
ITSM devices and interventions are starting to incorporate components that support
patient-provider interaction (see Appendix Table A4 for the list of studies with IT-enabled
patient-provider connections). Thirteen studies report findings regarding patient-provider
co-management as a result of ITSM or the impacts of co-management. Figure 1.8 and

Table 1.13 display the key constructs and relationships examined under this theme.
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Figure 1.8. Relationships Investigated for Patient-Provider Co-management

Table 1.13 Role of Patient-Provider Co-management

Impacts on Patient-Provider Co-Management from:

ITSM Presence | Bonilla et al. (2015), Felipe et al. (2015), Andersen et al.
(2017), Zhu et al. (2017), Murnane et al. (2016)

[Verdezoto and Gronvall (2016)]
ITSM Mode [Caballero-Ruiz et al. (2017)]

Complex ITSM Intervention | Nishimura et al. (2017), Rader et al. (2017)

ITSM Use & Experience | Chung et al. (2016), Mentis et al. (2017)

Effects of Patient-Provider Co-Management on:

ITSM Use & Experience | Andersen et al. (2017), Piras and Miele (2017)

Patient SM Data Use & Self- | o0 et al. (2015), Andersen et al. (2017)
Reflection

Note. Studies in italicized brackets have non-supportive or mixed results.

From the providers’ perspective, introducing ITSM as a whole or as part of a complex
intervention improves the quality and quantity of disease-related information obtained
from patients, facilitating assessment, diagnoses and counseling (Bonilla et al. 2015;
Murnane et al. 2016). Automatic data-sharing functions reduce the time required by a
clinician to integrate the SM records, making it easier for clinicians to review and create
personalized treatment plans (Caballero-Ruiz et al. 2017; Zhu et al. 2017). As a result,
physicians may change a treatment plan more frequently when ITSM is used (Nishimura

etal. 2017).



However, barriers to patient-provider co-management are also reported. First, [T-based
tracking is not formally implemented by the majority of clinics (Murnane et al. 2016).
Even when ITSM is formally supported, the clinicians may not be fully aware of the
system’s suggestions or may not trust system-generated information. For example,
Caballero-Ruiz et al. (2017) report that the majority of insulin advice provided by the
ITSM system was rejected or initially ignored by the medical team. Second, a patient may
not be willing to share their self-monitored data with providers (Verdezoto and Gronvall
2016). Patients have their own SM goals and habits which may not align with providers’
goals. For example, Chung et al. (2016) describe three types of SM — namely self-
reflective, action-oriented and affective-oriented. It may be that while action-oriented SM
may be more aligned with providers’ expectations, self-reflective and affective-oriented
SM can be very personal and align more with patient expectations. Lack of alignment
between the patients’ and providers’ SM orientation may influence their interaction

patterns.

Regarding the impacts of patient-provider co-management, some unexpected results are
reported. ITSM may create new expectations on the patients’ side in that they may expect
more timely feedback from the clinicians and hope the clinicians show sympathy. When
it takes time for the clinicians to formally assess the information, not knowing what SM
will reveal creates negative feelings of uncertainty and anxiety in patients (Andersen et
al. 2017). No studies examine the impact of patient-provider co-management on chronic

care goal achievement.

1.6.4.3 Intermediate Outcome 3: Social Interactions with Family and Peers

Social interaction with family and peers has received relatively less attention compared
to other intermediate outcomes, and yet the results are promising. Social functionality has
become increasingly common for many commercialized ITSM devices such as fitness
trackers, but in the medical context, it seems that sharing data and personal status with
peers is seldom promoted by healthcare providers. Four studies report evidence regarding
ITSM and social interaction (see Figure 1.9 and Table 1.14). Participants describe that the
ability to share chronic care experiences and information through ITSM allows them to

emotionally and instrumentally support — and be supported by — their peers (Fukuoka et
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al. 2011; Roblin 2011). One experiment that allowed both parents and adolescents to
access ITSM found that parents’ participation is positively associated with adolescents’
SM rate and weight reduction (Tu et al. 2017). However, some patients feel reluctant to
share with others as the patients may feel uncomfortable with how other people perceive

them and do not want to attract attention to their disease (Kendall et al. 2015).

A number of studies purposefully incorporated social media or virtual communities as
part of their complex ITSM interventions (e.g. Fukuoka et al. 2011; Glasgow et al. 2011;
Jones et al. 2014; Partridge et al. 2016), providing IT affordances for sharing information
with peers and families. However, formal investigation regarding the role of social
interaction in a virtual environment, its delivery method, and its impacts, is particularly
scant. Future research can further investigate this intermediate outcome as the preliminary

results demonstrate the potential power of social and external support.

Intermediate Outcomes

B T Soc_:ial Inte;actiqn 1 Health Errpi'bvement
ITSM Presence |- Information sharing with peers|
(Introduction of ITSM as a whole) - emotional/social support 1 - Weight reduction
= == _ - reluctance ‘ L o

ITSM Use Behavior = =
- Use pattern(descriptive)
- SMrate

Figure 1.9 Relationships investigated for social interaction

Table 1.14 Role of social interaction

Impacts on Social Interactions with Peers from:
ITSM presence | Fukuoka et al. (2011), Roblin (2011)

ITSM use | [Kendall et al. (2015)]

Effects of Social Interactions with Peers on:
ITSM use | Tuetal. (2017)

Health outcome | Tu etal. (2017)
Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.4.4 Intermediate outcome 4. Intervention Satisfaction and Compliance

Intervention compliance (or adherence) refers to the degree to which a patient correctly

follows the intervention (also termed treatment, medication, or experiment depending on
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the study design) on schedule and as prescribed (Chakrabarti 2014). Intervention
compliance may overlap with ITSM use (most often measured by SM frequency);
however ITSM is often part of a larger complex intervention and involves specific
instructions or targets beyond simple frequency. As the current practice of chronic care
usually involves non-IT components for education, counseling and feedback, patients’
compliance and satisfaction with the entire intervention can be important intermediate

outcomes. Sixteen studies report relevant results (see Figure 1.10 and Table 1.15).

Participants generally report positive evaluations of the whole intervention (i.e.
satisfaction and acceptability, Aguiar et al. 2017; Aharonovich et al. 2017; Goffinet et al.
2017; Pedersen et al. 2012; Rader et al. 2017; Steinberg et al. 2013). However, when
assessing specific parts of the intervention, two studies report negative evaluations—
Fukuoka et al. (2011) report negative perceptions due to strict SM data input timeframe,
and Welch et al. (2013) report low perceived benefits regarding certain indicators (e.g.,
sodium and fluid adherence in diet SM). These findings imply that procedural barriers
such as inflexible rules and insufficient understanding of the intervention purpose may
impede intervention compliance and satisfaction. The actual compliance behavior, usually
represented as attendance or participation, is influenced by intervention design. For
example, intensive counseling may be more effective than light counseling in compelling
participants to fully comply with the intervention (Allen et al. 2013); email or text prompts
are a better approach for follow-up participation than phone-based reminders (Hall and
Murchie 2014); and adding mobile SM facilitates patients’ adherence to a given medical

therapy as compared to standard care (Hostler et al. 2017).

Four studies examine health goal achievement as a result of intervention satisfaction and
compliance. Patients’ level of participation in the intervention program is associated with
total weight loss and BMI reduction (Tu et al. 2017; Turner-McGrievy et al. 2017), but
reduction in waist circumferences is not significant (Tu et al. 2017). Paula et al. (2017)
found patients’ perceptions of intervention benefits have a positive correlation with
quality of life measures. Though the evidence is limited, it highlights the potential role of

intervention satisfaction and compliance as an intermediating mechanism. Future research
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can further investigate the ITSM factors which influence intervention satisfaction and

compliance as well as its impacts on chronic care goal achievement.

[ Complex ITSM Intervention - Intermediate Outcomes
| Intervention Satisfaction &
ITSM lg:sence | Compliance
Introduction of Key ITSM -program participation (e.g. Health Improvement |
Functionality » Material downloads, session Weichicesloled
— — attendance, follow-up attendance) - Vvelgni-relate
Non-IT Complementary -program acceptability: - Quality of life

_Components satisfaction/ perceived

(e.g. periodic clinic visits, face-to- effectiveness/ perceived benefits

face interview and feedback,
counseling) T

Figure 1.10 Relationships investigated for intervention acceptance

Table 1.15 Role of intervention satisfaction and compliance

Impacts on Intervention Satisfaction and Compliance from:

Complex ITSM | Allen et al. (2013), Pedersen et al. (2012), Steinberg et al. (2013), Abrantes et al.
intervention | (2017), Aguiar et al. (2017), Aharonovich et al. (2017b), Hostler et al. (2017),
Rader et al. (2017), Goffinet et al. (2017)

[Dennison et al. (2014), Fukuoka et al. (2011), Hall and Murchie (2014), Welch et
al. (2013)]

Effects of Intervention Satisfaction and Compliance on:

Health | Paula et al. (2017), Turner-McGrievy et al. (2017)
improvement | [Tu et al. (2017)]
Note. Studies in italicized brackets have non-supportive or mixed results.

1.6.4.5 Theme 4 Discussion and Future Directions

Key takeaways and future research suggestions are presented in Table 1.16. By
identifying and categorizing the key intermediate outcomes of ITSM, we find four
intermediate outcomes that may help to facilitate ultimate chronic care goal achievement.
As patients develop ITSM routines, their ability to learn from data improves, which may
enhance their self-understanding and increase their beliefs in one’s ability to perform
health self-management actions, thus facilitating ultimate goal achievement. The social
connection affordance provided by ITSM opens new opportunities for patients to share
data with providers and peers through which they may obtain additional emotional and
instrumental support, which is beneficial for successful behavior change and health
improvement. From the providers’ perspective, having access to patients’ SM data gives

them new sources of information, which is helpful in diagnosing and creating personalized
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treatment plans. Yet, IT functional barriers and patients’ reluctance to share data may
impede social interaction and patient-provider co-management. Since the intervention can
be longitudinal and complex, overall satisfaction with the intervention may facilitate

compliance, which is generally considered a necessary part of successful chronic care.

As in themes 2 and 3, the majority of the studies do not employ any theoretical lens to
examine the relationships of theme 4. Despite the potential roles of these intermediate
outcomes, existing studies only provide initial evidence, and most of them are qualitative
and descriptive, without deep theoretical explanation. One notable exception is Chung
and colleagues (2016) which draws on Lee’s (2007) model of boundary negotiation
artifacts to understand the importance of these artifacts in supporting patient-provider
collaboration. In another study, a sociocultural perspective is used to highlight the
potential for technology and media — of which ITSM is one example — to distort body
image in patients with eating disorders (Eikey 2017). However, the general lack of theory
in theme 4 means that many unknowns remain regarding how and why these intermediate
outcomes arise. For example, we do not know if or how ITSM improves these
intermediate outcomes such as self-efficacy and motivation, how self-understanding
develops and influences chronic care goal achievement, or how patient-provider co-
management is facilitated and constrained by ITSM functionalities. Future research
related to theme 4 could draw on social representation theory (Wagner and Hayes 2005),
the concept of IT identify (Carter 2015), or employ a practice lens (Feldman and
Orlikowski 2011) to better understand the role of intermediate outcomes in ITSM (see

below for a few illustrations).

In addition to the general lack of theory, these intermediate outcomes are proposed as
mechanisms linking ITSM and goal achievement, but seldom do existing studies test the
actual impacts. Thus, we do not know whether or not improving patient learning and
interactions with providers and peers can indeed generate positive effects on goal

achievement.

Accordingly, we propose three broad areas of future research. First, the role of

intermediate outcomes is generally understudied, and more rigorous investigation is
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needed to investigate their mediating effects on chronic care goal achievement. For
example, longitudinal research can be conducted in order to understand how ITSM
influences patient-provider co-management, which in turn influences chronic care goal
achievement. Patient SM practice can be relatively flexible, while clinical procedures can
be very structured, creating reluctance on the part of providers if they do not trust the
patients’ collected data. Future research can focus on how ITSM promotes or constrains
co-management, and a practice lens (e.g., Feldman and Orlikowski 2011) can be used to
understand micro-processes that bring about the effects. Similarly, ITSM affordances that
support social interaction with families and peers may change dramatically with the
emergence of new communication and social media technologies. New technological
support of virtual presence may influence how people behave and interact in virtual spaces
with their sensitive health issues, which further influences chronic care goal achievement.
Social representation theories (Wagner and Hayes 2005) and theories on IT identity
(Carter 2015) can be used to explore how patients’ virtual and illness-related identities

influence information sharing and digital participation on ITSM-related social platforms.

Another interesting point is the mediating role of intervention compliance. Studies in other
healthcare contexts have tested the mediating role of treatment compliance for various
outcomes, some finding supportive evidence and others finding none (e.g. ligen et al.
2006; Turk et al. 2013; Wang et al. 2012). With the introduction of ITSM and the
digitization of various treatment components previously delivered offline, the form of
compliance may change, and future studies can investigate the ITSM factors, either
technological or otherwise, that influence intervention satisfaction and compliance as well

as their impacts on chronic care goal achievement.

Building upon this suggestion, future research can also investigate potential interactions
of these intermediate outcomes. For example, patients’ expectancy and perceived control
may influence their further treatment adherence (Gonzalez et al. 2015; Westra et al. 2007).
Investigation of how intermediate outcomes are connected and influence each other is
also in line with the idea of affordance bundle and path dependence of affordance
actualization in the theory (Strong et al. 2014). Since affordances are usually bundled, SM

processes may have a cascading effect in that latter stages of ITSM intervention cannot
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be successfully performed if the former stages have not been accomplished (Li et al.
2010). Since users may deal with multiple affordances at the same time to achieve
interrelated goals (e.g. successful self-assessment depends on accurate capturing of SM
outcomes and meaningful data presentation), ITSM efficacy may largely depend on the
emergence and actualization of these nested affordances. Thus, understanding how
patients actualize the affordances (i.e. result in various intermediate outcomes) and their
path dependence (i.e., the interaction between the actualized outcomes) has theoretical

significance to unfold how ITSM promotes chronic care.

Finally, a feedback loop may exist during ITSM, which should be an important
mechanism since it can further promote the actualization of additional intermediate
outcomes. Although the affordance actualization framework suggests such feedback from
actualized affordances (i.e. intermediate outcomes) to the affordance potentials, we did
not find studies explicitly examining this type of relationship. However, several studies
reported goal update in ITSM devices during the treatment, usually in a periodic manner
(e.g. Abrantes et al. 2017; Painter et al. 2017). As per goal setting theories, goal specificity
influences task execution strategy and performance, yet the level of ability, efficacy
beliefs and outcome feedback also influence an individual’s commitment to the goal and
goal setting (Earley et al. 1990; Greenlees et al. 2000; Hollenbeck et al. 1989; Klein et al.
1999). Thus, feedback loops from intermediate outcomes (e.g. patient learning) and
behavior change (e.g. physical activity performance) to ITSM use are possible. Future
research can explore various possibilities of feedback mechanisms, including positive and

negative reinforcement, and unfold the theoretical reasons behind them.

Table 1.16 Summary of Theme 4

What is known

e ITSM can help patients understand and learn from their data to make links between their
daily activities and health conditions.

e |T functionalities, such as automated data sharing, enhance patient-provider co-
management beyond traditional periodic face-to-face data review.

¢ Patient-provider co-management may be impeded by IT functional barriers and
physician’s mistrust of the system or data.

¢ |TSM that incorporates social functionality can enable emotional and instrumental
support from peers.
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Table 1.16 Summary of Theme 4

» Intervention satisfaction and compliance is beneficial for achieving health goals (e.g.
weight loss)

What is unknown and suggestions for future research

« Whether and how ITSM improves intermediate outcomes such as patient satisfaction,
patient self-efficacy and motivation, patient awareness, patient-provider co-
management, and social interaction with peers.

¢« Whether these improvements in intermediate outcomes ultimately influence
achievement of chronic care goals.

» Investigate and more rigorously test if these intermediate outcomes mediate the
effects on ITSM use on chronic care goal achievement.

» Longitudinally examine how ITSM influences patient-provider co-management
and the ultimate impacts on chronic care goal achievement.

»  Further study the role of ITSM-enabled social interaction in achieving chronic
care goals.

» Investigate the ITSM factors that influence intervention satisfaction and
compliance, as well as their impacts on chronic care goal achievement.
> Investigate the potential interactions between these intermediate outcomes.

e How to design ITSM interventions so that procedural barriers are minimized, and
intervention satisfaction and compliance are improved.
> Investigate the impacts of new technologies on the actualization of intermediate
outcomes.

» Whether feedback loops actually exist and how they work.
» Investigate the multiple possible feedback mechanisms that could influence
ITSM use.

1.7 Discussion

This paper reviews the literature on IT-based self-monitoring for chronic disease and
develops a framework to help guide future research. Drawing on the affordance
actualization framework (Strong et al., 2014), our synthesis focuses on four key themes:
ITSM functionalities (that enable ITSM affordances), ITSM use and user experiences,
intermediate outcomes, and chronic care goal achievement. The key findings find some
support for the potential usefulness of ITSM — either presented as a standalone system or
as part of a complex intervention — and its positive impacts on certain behavior change
and health improvement outcomes, namely physical activity and weight reduction. Our
synthesis also reveals three overarching issues related to research on ITSM for chronic
care, which— along with related opportunities for future research — are outlined next (see

Table 1.17).
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Table 1.17 Overarching Research Issues and Future Research Suggestions
Issue

Future Research Suggestions

Fragmentation of ITSM for
chronic care research

Pursue a more complete approach connecting ITSM
characteristics — through use and intermediate outcomes
— to chronic care goal achievement.

Use our framework to specify how future research adds
to the ongoing investigation of ITSM for chronic care.

Shallow Understanding of the
Role of IT

Pursue an in-depth understanding of the transformational
role of IT in chronic care. For example:

- Understand how ITSM transforms patient engagement
in chronic care

- Understand how patient-initiated ITSM transforms
healthcare practices and the role of healthcare providers

- Understand how ITSM transforms patient record
management

(e.g. integration of informal patient-generated information
into standardized clinical information, issues of
information quality)

Paucity of Strong Theory

Pursue more diverse perspectives of ITSM for chronic
care.

Pursue multi-level explanations of ITSM implementation,
use and impacts. For example:

- Cognitive and behavioral level explanations for human-
IT interaction.

- Interpersonal-level explanations for patient-provider co-
management and peer-to-peer interaction.

- System-level explanations for emerging attributes and
capacities due to synergistic effects of various
intermediate outcomes.

1.7.1 Research Issue I- Fragmentation of ITSM for Chronic Care Research

ITSM for chronic care is multidisciplinary by nature in that people, IT and healthcare

practices are intertwined pillars transforming chronic disease self-management. Drawing

on these stakeholders, multiple intermediate outcomes emerged from the extant studies

(patient learning and self-reflection, patient-provider co-management, social interactions

with families and peers, and intervention satisfaction and compliance). These intermediate
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outcomes may serve as important mechanisms between ITSM use and chronic care goal
achievement; however, additional examination is needed to reach definitive conclusions.
Instead, the reviewed studies exhibit a fragmented landscape in which a large proportion
of studies only examines the direct impacts of ITSM on goal achievement (ignoring the
multiple mechanisms through which the ITSM impacts goal achievement) while another
large proportion only examines ITSM design and mechanisms (ignoring ultimate impacts

on goal achievement).

While individual studies may reasonably concentrate on a single aspect of this complex
process (e.g. effects of ITSM design on use), too few studies take a more comprehensive
approach that is necessary to build a solid chain of evidence connecting ITSM
characteristics — through use and intermediate outcomes — to chronic care goal
achievement. This limits the development of the field by restricting the definitive

conclusions that can be drawn and the progress that can be made.

Our synthesized framework is a useful starting point for future research. It offers a more
integrative understanding of ITSM for chronic care, and future research should take a
broader focus by including concepts along the path from ITSM to ultimate impacts. It also
helps future researchers identify areas of interest and specify how their research adds to

the ongoing investigation of ITSM for chronic care.

1.7.2  Research Issue 2- Shallow Understanding of the Role of IT

The extant studies generally take a simplistic tool view of IT (for example, the presence
or absence of ITSM). How IT can transform multiple aspects of chronic care has received
little investigation. New ITSM technological developments — such as wearables,
insideables, and complex Al — may have far-reaching impacts on patients and their
healthcare practices. A shallow understanding of the role of IT may lead to missed
opportunities, both in terms of practice and research. To illustrate, three emerging
transformations entwined with technology developments are outlined for future

examination.

Newer ITSM advances may transform patient engagement in chronic care. Current studies

have examined ITSM use frequency and satisfaction, which are important parts of
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engagement. However, new insideable technologies may fundamentally shift how
patients interact with ITSM devices. The meaning of use frequency is unclear when an
implanted ITSM device is automatically transmitting data to the system and/or medical
provider; patient engagement and use do not occur through action, but rather through
inaction (e.g., by not turning off data capture functionality or by not removing an
implanted device). Thus, patient engagement may not link to use frequency but may be
more closely related to continued tolerance of the device. Rather than perspectives based
on the theory of planned behavior, theories of decision inertia from behavioral economics
may be the key to understanding patient engagement in future ITSM (Madrian and Shea
2001).

ITSM technological advancements also transform the role of the healthcare provider.
Traditional paper-based SM was often initially recommended by the patient’s healthcare
provider based on specific needs related to the patient’s chronic disease, and was
accompanied with specific medical protocols. The explosion of access to ITSM devices
by the general public (Gartner 2018) means that instead of generally being initiated by the
provider, SM is now often initiated by the patients themselves. While there are many
benefits to the wider diffusion of ITSM, the resulting SM practices may be less structured
than provider-initiated SM, may deviate from disease-specific SM protocols, and at times
may lead to practices that are sub-optimal or not recommended for the patient’s chronic
disease (Gabriels and Moerenhout 2018). Thus, provider influence and control over the
SM process may be diminished as compared to paper-based SM or ITSM with earlier

technologies.

The transformational effects of ITSM on patient-generated information also create
opportunities and challenges for data management and use. Whereas traditional clinical
information is often standardized, structured, formal, and gathered according to specific
protocols (e.g., measurements taken at regular intervals using verified measurement tools,
de Vet 2003), patients” SM data are often unstandardized, unstructured, less formal, and
gathered in an ad-hoc way. While patient-generated SM information can complement the
more traditional patient health records, there are many obstacles to integrating the two.

The clinical infrastructure and practices may not support the storage and analysis of
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patients’ SM data, thus healthcare professionals may consider it as extra work, or they
may not have the relevant skills to proficiently analyze these data and incorporate them
into personalized treatment plans. Moreover, information quality can be a major issue as
patient-generated information may not be reliable enough to support formal clinical
processes (West et al. 2017). Finally, the significant amount of data created by ITSM may
make it difficult for physicians — who often have hundreds of patients to follow — to
closely monitor the SM data and appropriately adjust their clinical recommendations.
Emerging Al techniques have the potential to alleviate the pressure on busy physicans by
helping them monitor patients” data (e.g. auto-detection of anomalies and unexpected
deviations) and make treatment decisions (e.g., automatic diagnoses and proactive
interventions based on data trends). Thus, future research should investigate patient health
record management issues caused by the technological advances and the integration of

patient SM data.

1.7.3  Research Issue 3- Paucity of Strong Theory

Our examination of the literature shows that, in all parts of our overarching framework,
ITSM for chronic care research is not theory-rich. One hundred studies (63% of the
sample) do not use any theory or develop new theories, and those studies that do use
theory do not contribute back to or extend the original theory. The majority of these
studies cite theory to inform interventions, tool design, or measure development, but do
not use theory to explain the relationships under investigation. The main theories used

and their corresponding studies are listed in Table 1.18.

Many of the medical studies focus on description and prediction rather than on
explanation: this may be appropriate since the purpose of much healthcare research is
evaluating intervention effectiveness rather than contributing to theory. However,
abstracting to a theoretical understanding is also important. Given the fast pace of
technological change and the complexity of the healthcare ecosystem, a theoretical
understanding of ITSM’s abstracted functionalities and the underlying causal mechanisms
for their effects enables the accumulation of knowledge about ITSM for chronic disease

management and avoids a plethora of piecemeal and fragmented studies.
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Table 1.18 Theory Used in the Extant Studies

Theory*

Studies that reference the theory

Social cognitive theory

Allen et al. (2013), Bonilla et al. (2015), Cadmus-Bertram et al.
(2015), Dorsch et al. (2015), Fukuoka et al. (2011), Kendall et
al. (2015), Schroder (2011), Stark et al. (2011), Turk et al.
(2013), Abrantes et al. (2017), Hales et al. (2017), Jakicic et al.
(2016), Mummabh et al. (2017), Plow and Golding (2017), Tu et
al. (2017)

Behavior change theories

Ryan et al. (2012), Stark et al. (2011), Aguiar et al. (2017), Cai
et al. (2017), Chen et al. (2017), Hostler et al. (2017), Mummah
et al. (2017), Plow and Golding (2017), Tu et al. (2017)

Control theory

Spring et al. (2017), Kendall et al. (2015), Kolodziejczyk et al.
(2014), Schroder (2011)

Theory of planned
behavior and extended
theories

Laing et al. (2015), Stark et al. (2011), Stark et al. (2011), Storni
(2010), Biddle et al. (2017)

Self-efficacy theory

Fukuoka et al. (2011), Laing et al. (2015), Rader et al. (2017),
lzawa et al. (2006)

Chronic care model**

Tu et al. 2017, Karhula et al. 2015, Partridge et al. 2016, Roblin
2011

Cognitive behavioral
therapy**

Barakat et al. 2017, Mantani et al. 2017, Zhu et al. 2017,
Acharya et al. 2011, Naylor et al. 2008, Nicklas et al. 2014, Zhu

etal 2017

* Only theories that were used in more than one study are included in this table.

**The chronic care model and cognitive behavioral therapy are not technically theories, but
treatment frameworks that were used in the extant studies to inform intervention design.

Based on our framework and literature synthesis, several potential avenues for using
additional theoretical lenses to deepen our understanding of ITSM for chronic care are
proposed. The future research examples provided are by no means exhaustive as our
purpose is not to outline all of the relevant opportunities, but to illustrate a few key

potential avenues.

As demonstrated in our review, few I'TSM studies take a comprehensive approach that is
necessary to understanding how ITSM characteristics — through use and intermediate
outcomes — influence chronic care goal achievement. Thus, little is known about how and
why ITSM effects occur. Moreover, the majority of studies take a deterministic view of
the interventions without more micro- and in-depth examinations of users, user behaviors,

or interpersonal interactions. While social cognitive theories and cognitive behavior
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therapy are often referenced in these studies, this narrow focus can only investigate a
limited range of phenomena and research questions. Thus, more diverse perspectives of

ITSM for chronic care are needed.

One starting point could be diversifying the level of explanation. First, instead of focusing
on ITSM interventions, research could take a more micro-level approach. In theme 2,
some patterns of temporary spikes and declines in ITSM use emerged. Future research
could use theories related to goals and motivation (e.g. Locke 1991; Ryan and Deci 2000)
to perform micro-level longitudinal investigations of the ebb and flow of ITSM use and
how it is related to chronic care goal attainment (e.g., when chronic care goals are reached,
does ITSM use continue, stop, or continue sporadically?). Research could also draw on
theories of attitude change and affect to explore the interactions between patients’
cognitions, affect and use behaviors (e.g. Anderson 1971; Maddux and Rogers 1983;
Zhang 2013). For example, various unintended negative consequences of ITSM use
emerged in theme 2, such as feeling overwhelmed, finding sub-optimal workarounds, and
overuse. Research could draw on coping theory (e.g. Bhattacherjee et al. 2018; Stein et
al. 2015) to understand how and why these unintended negative consequences emerge and
how patients manage them. For example, the repeated visualization of one’s own data
related to chronic disease may act as a constant negative reminder, creating a type of stress
and causing patients to ruminate too much on their health issues and perform unintended

impulsive behaviors which may, in turn, lead to negative outcomes.

A second way of diversifying the level of explanation is to focus more on interpersonal
interactions. ITSM often involves families, peers and healthcare providers, and the
interactions between these groups are only rarely examined in the literature (see Table
1.13 and 1.14 for exceptions). For example, patient-provider interactions are potentially a
key outcome driving chronic care goal achievement and should receive more research
attention. A Foucauldian perspective (Foucault 1980; 1982) — which simultaneously
considers knowledge, power, and practices as well as interactions between all three —
could be used to provide a deeper understanding of how ITSM can change the power
dynamics between patients and providers. During ITSM, patients produce various types

of self-related knowledge. This knowledge is produced (but also constrained) by ITSM
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practices. The acquisition of this self-knowledge may change the power dynamics
between patients and health providers. Alternatively, providers may use knowledge
gleaned from shared ITSM data as a way to exert influence over patients. The effect of
ITSM on the power dynamics of the patient-provider relationship has received little

research attention.

Finally, we can take a system-level perspective, conceptualizing ITSM as a system within
which various regulative mechanisms exist in different stages of SM in order to organize
the interacting entities (e.g. patients and providers) and activities (e.g. SM data capture
and reflection). By taking a systems perspective (e.g. Bailey 1994; Bertalanffy 1973), we
allow the emergence of new properties (e.g. IT identity) that are the result of the
synergistic effects of the structures (e.g. ITSM functionalities) and intermediate processes
(e.g. patient learning and data sharing). For example, researchers could borrow the key
concepts and principles from control theories (e.g. Hirschi 2017) to investigate the
dimensions and specifications of the potential control mechanisms (e.g. ITSM rules
imposed by IT infrastructure and physician instructions) and the impacts on ITSM
outcomes. The advantage of a system perspective is that it can potentially provide an
integrative understanding of ITSM as a whole system, yet is dynamic enough to allow the

emergence of new mechanisms and attributes.

1.7.4 Limitations and Conclusions

This review of the ITSM literature outlined opportunities for future research in which
more diverse perspectives can contribute to our understanding of the phenomenon. As
noted above, the suggestions provided are by no means exhaustive. Our purpose was to
not only recommend specific research questions and theoretical lenses, but to highlight
overall directions for future research in order to diversify the phenomena under

investigation. Nevertheless, there are several limitations related to our systematic review.

First, our review included literature published between 2006 and 2017. While studies
published before 2006 examine self-monitoring for chronic disease management, the few
that examine ITSM involve capabilities that are not comparable with recent IT advances.

Second, although seeking to include as many relevant studies as possible, we only
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incorporate studies that explicitly mentioned our search terms in the title or abstract,
which may have limited our sample pool. Some healthcare studies use terms such as “web-
based intervention”™ or “mobile-based intervention” in the title or abstract without
mentioning our search terms. However, to keep the number of screened articles to a
manageable size (we screened the titles and abstracts of 5,152 articles), we did not expand
our search to cover these more general terms. Third, we only included studies that
explicitly incorporated chronic disease in their research objectives. We excluded studies
investigating healthy behaviors for general populations (e.g. SM of physical activity for
the general population without any explicit research objectives related to chronic disease
management). While these studies can be related to health promotion, and the implication
may be applicable to the chronic care context, they do not fall under our definition of
chronic disease self-management. Future researchers may want to draw on this related
work as there is some overlap in the types of data being monitored and technologies being

used.

In conclusion, our synthesis shows that ITSM has the potential to help people manage
their chronic diseases. However, additional studies are needed to address the research gaps
outlined for each of the themes above and to address the three overarching issues in this

field of research.
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Abstract

As digital platforms have become a widespread way to transact, the relationships between
representations of platform offerings, user commitment, and collective outcomes have
attracted researchers’ attention. Notwithstanding the contributions of extant research in
identifying the antecedents of user decisions on digital platforms, we seek to address two
issues that may hinder the accumulation of knowledge and further development of the
field. First, the research is limited to human agents as actors and has ignored the role of
machine agents, despite their increasing presence on platforms. Second, the majority of
the research adopts a variance-based theorizing approach, which does not reveal the cogs
and wheels operating among the related constructs. Accordingly, we adopt a mechanism-
based approach to develop a meta-schema of seven mechanisms that come into play to
explain how the representation of platform offerings affects agent actions (both human
agents and machine agents) and how those agent actions at lower levels give rise to
collective outcomes. By simultaneously considering social mechanisms to explain actions
by human agents and computational mechanisms to explain actions by machine agents,
our meta-schema provides a vocabulary and constitutes a canvas that can be leveraged by

future research.

Keywords: digital platform, user commitment, algorithm, machine agents, mechanism,

theory-building
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2.1 Introduction

Contemporary digital platforms serve as a new way of organizing in which a swirl of
information streams converge to form seemingly transparent signals of both the qualities
of the offerings— the products, services, or funding campaigns that are offered on digital
platforms—and the social dynamics that surround them. Indeed, many digital platforms
connect to social media (e.g., links to share offering details on Facebook and Twitter),
allow crowd evaluation of the offering (e.g., commenting and rating), and display ongoing
updates about the offering (e.g., total sales, total funds raised, highest bid, recent
interactions with the offering providers, and relevant news). These in turn influence user
perceptions of these offerings, their behaviors on digital platforms, and collective
outcomes that emerge (Thies et al. 2016; Levina and Arriaga 2014; Orlikowski and Scott
2015; Viglia et al. 2018). Our research seeks to examine this phenomenon, specifically,
the relationships between representations of platform offerings, user commitment, and

collective outcomes.

This phenomenon has attracted a significant amount of research, which has advanced our
understanding of the extent to which user perceptions and behaviors are influenced by
antecedents such as offering characteristics (e.g., the impact of crowdfunding campaign
characteristics on an individual’s funding decisions, Hong et al. 2018), user-generated
content (e.g. the impacts of peer reviews on consumers’ purchasing decisions, Wang et
al. 2018), social influences (e.g. herding effect and eWoM in online sales, Li and Wu

2018), and website features (e.g., offering recommendation style, Benlian et al. 2012).

Notwithstanding the contributions of extant research, we endeavor to expand current
knowledge by addressing two issues that may hinder further development of the field.
First, our theorizing accounts for a critical characteristic of contemporary platforms, the
presence of algorithms—in particular of machine agents—that can use the data generated
by human agents to modify the offering representations, thus playing an important role in
influencing agent actions and collective outcomes. Indeed, extant research largely
assumes that data presented on digital platforms (e.g., product reviews, ratings,
transaction records) are generated by human agents, thus reflecting human opinions and

behaviors. Recently, however, there has been a significant increase in the presence of
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machine agents (e.g., chatterbots, automatic transaction algorithms, virtual assistants,
recommendation agents) that can also generate content on digital platforms. For instance,
bot traffic accounts for over 40% of all web traffic (DistilNetworks 2018) and Facebook
disabled almost 13 billion fake accounts in 2018, many of them bots (Recode 2018).
Moreover, new technological advances such as machine learning and artificial
intelligence (Al) also play an increasingly important role that has profoundly influenced
the relationships between humans, machines, and platforms (Rai et al. 2019). It is reported
that 61% of businesses implemented some form of Al in 2017, including predictive
analytics, natural language processing, voice recognition and recommendation engines
(NarrativeScience 2018). The chatterbots are learning user behaviors in an attempt to
interact with human users as if they are also human (e.g., Microsoft’s Al chatterbot
“Xiaoice™). Virtual personal assistants are applying advanced voice recognition and
natural language processing techniques to fully automate previously manual tasks (e.g.,
Taco Bell and Domino’s food ordering bot, Sephora’s makeup suggestion assistant).
These advanced machine agents use various sources of data (including real-time user-
generated data) to perform tasks, sometimes generating information that is not
distinguishable from human-generated content. It is thus essential that theorizing on the
impact of offering representations on digital platforms account for the presence and the

role of both machine and human agents.

Second, we adopt a mechanism-based approach, comprising social mechanisms and
computational mechanisms, to explain our phenomenon. In doing this, we address the
second issue of extant research, which usually adopts a variance approach to explanation
that emphasizes the role of the variations in antecedents to explain the variations in an
outcome. This approach has undeniably contributed to our understanding of key
antecedents of human agent actions and collective outcomes. We contend, however, that
the complex and dynamic nature of digital platforms calls for a theorizing approach aimed
at explaining why outcomes at the platform level occur by describing how human and
machine agents’ actions result in collective outcomes. Espousing the view that new
theorization on human-machine hybrids on digital platforms is needed (Rai et al. 2019),

we go beyond a modularized understanding of human cognition, behaviors, and platform
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infrastructures, and mobilize a mechanism-based approach as a foundation for developing

our explanation.

Our objective is to theorize the mechanisms by which digital platform offerings—through
the actions of human and machine agents—influence user commitment and collective
outcomes. We focus on two types of collective outcomes (i.e., commitment and non-
committal outcomes) which emerge from individual-level actions. Collective
commitment outcomes result from commitment actions (i.e., a binding obligation that can
take the form of a promise, payment, or bid related to the offerings, such as purchasing a
product, making a reservation, or contributing to an online campaign). Non-committal
outcomes result from non-committal actions, which are non-binding actions that can take
the form of content creation, relationship building, or evaluation of the offering. As multi-
sided digital platforms have become an increasingly popular way to transact
(Constantinides et al. 2018), we develop our explanation in the particular context of multi-

sided digital platforms where money-related user commitment is the primary objective.

To fulfill our objective, we adopt a mechanism-based approach to explanation (Hedstrém
and Swedberg 1998; Piccinini 2007; Illari and Williamson 2012). We theorize the causal
capacities of the offerings, the causal mechanisms that generate agent actions (i.e., human
agents and machine agents), the causal mechanisms that update the causal capacities
through algorithms, and the associated outcomes. Drawing on social mechanisms to
understand actions by human agents and on computational mechanisms to understand
actions by machine agents, we develop a meta-schema® that comprises seven key
mechanisms: human agent cognitive frame formation, machine agent belief formation,
human agent action formation, machine agent action selection, causal capacity update,

offering representation update, and collective outcome emergence.

Our study makes several contributions. First, our work responds to calls for research that

recognizes and explores the roles of both humans and machines on digital platforms (Rai

¢ A schema is “a truncated abstract description of a mechanism that can be filled with more specific
descriptions of component entities and activities” (Darden 2002 p. $356). A meta-schema is a high-level
schema from which other schemas can be derived.
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et al. 2019). In addition to examining human agents, it actively acknowledges and seeks
to explore the influence of both machine agents and platform-based algorithms on
collective outcomes. Second, our study goes beyond the variance-based approach
currently used in this research area, instead employing a mechanism-based approach to
explain the cogs and wheels that bring about relationships between offering, agent actions,
and outcomes (Avgerou 2013). Finally, our meta-schema serves as a platform for future
research as it provides a common vocabulary of important constructs, delineates seven
important mechanisms related to human and machine agent behaviors, and serves as a
foundation on which researchers can build more contextualized theories. We briefly
illustrate how researchers can leverage our meta-schema by proposing three different
approaches — difference-making, agent modeling, and data-driven discovery — in the hope
of inspiring researchers to go beyond human agents and to actively incorporate the
potentially powerful influence of machine agents and platform algorithms in their future

work.

2.2 Existing Literature: Impact of Digital Platform Offering
Representation on User Commitment and Outcomes

In order to understand the type of research that is currently being conducted on money-
related user commitment in the context of multi-sided digital platforms, we reviewed
studies published in journals on the AIS Senior Scholar Basket of Eight list. We sought
studies based on three criteria. First, the studies examine multisided platforms where user-
generated content about the offerings is visible to others (e.g., reviews, ratings, past
purchases). Second, monetary user commitment should be empirically examined either as
an independent, intermediary or dependent construct. In line with our provided
definitions, user commitment had to take the form of a binding obligation toward an
offering, and the offering could be a product or service. Third, user commitment’ should

be conceptualized and measured at either the individual level or at the collective level.

7 Consumer commitment is a related term used in e-commerce research. However, it is a complex
construct with an affective aspect such as the degree of liking, a cognitive aspect such as preference and a
satisfaction and behavioral aspect such as repetitive purchasing and maximum effort to maintain the
relationship (Bloemer and Kasper 1995; Bilgihan and Bujisic 2015; Eastlick et al. 2006: Oliver 1999).
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Thirty-nine studies were identified, with the vast majority of them being published within
the last ten years. The study profile that shows publication distribution and the platform
investigated is presented in Appendix B (see Table B1 and B2). Online retail is the most
frequently studied context (N=14, e.g., Carmi et al. 2017; Guo et al. 2018; Lin et al. 2017).
However, recent years have witnessed an increasing interest in online auctions (N=6, e.g.,
Hinz et al. 2016, Reiner et al. 2014), P2P lending (N=4, e.g., Feller et al. 2017; Jiang et
al. 2018; Xu and Chau 2018), and crowdfunding (N=8, e.g., Burtch et al. 2016; Thies et
al. 2018; Zheng et al. 2018). Other platforms examined include group-purchasing, and
online knowledge markets. The literature also exhibits a wide variety in terms of the type
of offering (e.g., crowdfunding campaign, online consultation service, goods and
products), the business model that delivers the offering (e.g., B2C model, C2C model,
professional service delivery), and types of commitment activities (e.g., purchase,

repurchase, campaign contribution).

Offering representation (i.e., the description and presentation of the offering) is one of the
most studied antecedents (see Appendix B Table B3). We conceptualize this term broadly,
not limiting it to the offering itself but also to include any elements surrounding it, such
as the information related to the provider and brand. These elements are integral to the
offering and contribute to the users’ evaluation of the offering. The most frequently
examined offering representations on digital platforms include product or service
characteristics such as price (e.g., Hu et al. 2017), offering reviews (e.g., Wu et al. 2013),
social media and electronic word of mouth (eWOM) related to the offering (Gu et al.
2012), offering provider characteristics such as social capitals and country of origin (e.g.,
Hong and Pavlou 2017; Hong et al. 2018), provider activities such as feedback and
interacting with customers (e.g., Ou et al. 2014; Zheng et al. 2018), peer activities related
to the offering (e.g., Burtch et al. 2016) and platform-implemented features that influence
presentation of all offerings (e.g., Kuan et al. 2014; Reiner et al. 2014; Thies et al. 2018).
The majority of the studies examined direct impacts of offering representations on

individual commitment or collective outcomes. Although some studies include

Although user cognition is an important source to drive actions, the current study focuses on the
behavioral aspect of commitment,
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explanations related to the intermediate mechanisms linking the different components
(such as how offering representation influences user beliefs and attitudes, which in turn
influences user action), only a few empirically incorporate these intermediate mechanisms

in their analytical model (Ou et al. 2014 is an notable exception).

Various user beliefs, attitudes and perceptions are also frequently examined as
antecedents of commitment actions. Among them utility-related antecedents (e.g.,
perceived ease of use, perceived effectiveness, satisfaction), trust and risk perceptions are
most widely tested (e.g., Benlian et al. 2012; Huang et al. 2017; Ou et al. 2014; Zheng et
al. 2018). Besides the direct impact of user perceptions on behaviors, some studies
investigated the chain of perception which provide opportunities to uncover finer-grained
mechanisms that give rise to users’ commitment actions. For example, Pavlou and Gefen
(2005) examined how buyer’s psychological contract violations may influence
perceptions of risk and trust. A summary of the key antecedent categories for user

commitment is presented in Table 2.1 below.

Table 2.1. Key Antecedents of User Commitment

Antecedent Category Example Study
Offering Representation
Product/ service Burtch et al. (2013), Burich et al. (2016), Burtch et al. (2018),
characteristics Chen et al. (2015), Ghose et al. (2006), Gleasure et al. (2017),

Hong et al. (2018), Hu et al. (2017), Jiang et al. (2018), Li and
Wu (2018), Lin et al. (2017), Liu et al. (2014), Ozpolat et al.
(2013), Pavlou and Gefen (2005), Wu et al. (2013)

Offering provider Feller et al. (2017), Gregg and Walczak (2008), Guo et al.

characteristics (2017), Hong and Pavlou (2017), Kim and Ahn (2007)

Provider activities Benlian et al. (2012), Gleasure et al. (2017), Guo et al. (2017),
Hong et al. (2018), Ou et al. (2014), Xu and Chau (2018), Zheng
et al. (2018)

Peer activities Forman et al. (2008), Burtch et al. (2013), Ge et al. (2017), Gu

et al. (2012), Hu et al. (2017), Huang et al. (2017), Kuan et al.
(2014), Li and Hitt (2008), Li and Wu (2018), Lin et al. (2017),
Liu et al. (2014), Thies et al. (2016), Wu et al. (2013), Xu and
Chau (2018)

Platform-implemented Burtch et al. (2018), Jiang et al. (2018), Kim and Ahn (2007),
features Oestreicher-Singer and Sundararajan (2012), Ou et al. (2014),

Ozpolat et al. (2013), Reiner et al. (2014), Thies et al. (2018)
Other Hinz et al. (2016)

User Beliefs, Attitudes, Perceptions




Utility-related Guoetal. (2018), Huang et al. (2017), Kuan et al. (2014), Paviou
and Gefen (2004), Pavlou and Gefen (2005), Xu and Chau
(2018), Zheng et al. (2018)

Trust/ Risk-related Guo et al. (2018), Kim and Ahn (2007), Ou et al. (2014), Pavlou
and Gefen (2004), Pavlou and Gefen (2005), Van Slyke et al.
(2006), Wu et al. (2013)

Individual-level actions are diverse. User commitment actions include crowdfunding
campaign contributions (e.g., Burtch et al. 2013), repurchases (e.g., Ou et al. 2014), loan
payments (e.g., Ge et al. 2017), service contract selections (e.g., Hong and Pavlou 2017)
and general transactions (e.g., Kim and Ahn 2007). Non-committal actions include
reviews (Benlian et al. 2012), likes (Quan et al. 2014), and eWOM (Gu et al. 2012). In
addition, a variety of collective outcomes were examined including total contribution to a
campaign (e.g., Hong et al. 2018), total sales (e.g., Lin et al. 2017), total revenue (e.g.,

Oestreicher-Singer and Sundararajan 2012), and average reviewer rating (Hu et al. 2017).

The studies predominantly adopt a variance-based approach such as econometric
modeling and structural equation modeling to explain the impacts of offering
representations (one notable exception is Gleasure et al. (2017) who used a sociomaterial
lens to examine a case study). Although the majority of the studies do provide
explanations during hypothesis development or in the interpretation of results, what
happens between the inputs (or independent variables) and outputs (or dependent

variable) is often not directly examined and, thus remains a black box.

2.3 Conceptual Background: Mechanism-Based Explanation

As shown in the literature review, extant studies mainly adopt a variance-based approach
to explanation. This approach has undeniably contributed to our understanding of user
commitment on platforms by identifying the key antecedents of commitment. We
contend, however, that the complex and dynamic nature of digital platforms calls for a
theorizing approach aimed at explaining why commitment actions and collective
outcomes occur by describing sow platform components and their associated agents—be
they human or machine—act and interact. We suggest a mechanism-based approach as an
appropriate foundation for developing this type of explanation. As such, a mechanism-

based explanation can complement the extant variance-based approach as it supports the
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theorization of the causal processes that link the explanandum and the statistically relevant
explanans of a variance-based theory (Avgerou 2013, Salmon 1984a). It should be noted
that the mechanism-based explanation overlaps with process-based and activity-based
explanations, and the actual testing of the resulting theory can be done using quantitative

or qualitative approaches.

Current conceptualizations of mechanisms mainly originate from two fields. First, several
philosophers of science (e.g., Bechtel 2005, 2009; Craver 2007; Glennan 2011; Machamer
et al. 2000) promoted the New Mechanism paradigm that has been mostly applied in life
sciences such as biology, cognitive science, and neuroscience. In parallel, sociologists
(e.g., Elster 1998; Hedstrom and Bearman 2009; Little 2011) developed a social
mechanism paradigm, which is widely used in sociology, political science and economics
(Psillos 2011). Although the two conceptualizations originate from different disciplines,
they share several constitutive elements (Illari and Glennan 2017). Indeed, both
conceptualizations view mechanisms as complex systems or processes that have
constitutive and causal dimensions, are embedded in context, and reflect reality. Because
our theorizing effort pertains to a hybrid system that involves both human and machine
agents, we deem that adopting an integrative view of mechanisms should help to develop
a rich explanation of the interactions of human agents and machine agents through digital

platforms.

2.3.1 The Nature of Mechanisms

Although the literature proposes many definitions of mechanism, most of them comprise
the following metaphysical elements: a phenomenon, entities, activities and their
organization, and the function of the mechanism (Craver and Tabery 2017). In this work,
we adopt Illari and Williamson’s (2012) definition: “a mechanism for a phenomenon
consists of entities and activities organized in such a way that they are responsible for the

phenomenon” (p. 120).

A mechanism pertains to a particular phenomenon, which sets the boundary of the
mechanism: what is in the mechanism and what is not should always refer to the

phenomenon to be explained, and the entities and their activities in a mechanism should
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be related to the phenomenon (Illari and Williamson 2012). Mechanisms are responsible
for the phenomenon in three ways (Craver and Darden 2013). A mechanism can produce
the phenomenon in that an object, a state or an event is produced by some causal
sequences (e.g., the photosynthesis mechanism in which plants turn sunlight, carbon
dioxide and water into energy). A mechanism can wunderlie the phenomenon, in that the
parts of a mechanism are organized in certain ways to give rise to the phenomenon (e.g.,
the neuron activities that underlie the working memory constitutes mechanisms for
maintaining information in the brain). Lastly, a mechanism can maintain the phenomenon,
ensuring a state of equilibrium, correcting any deviation from the equilibrium point (e.g.,

the regulation mechanism of body temperature).

Second, mechanisms are composed of entities—i.e., components or parts—and their
activities (Glennan 1996). Entities are the producers of changes. Entities are identified by
their properties (e.g., locations, structures and orientations) that enable their engagement
in the activities (e.g., push, pull, transmit, give feedback). Although some researchers
suggest that entities should be stable (Glennan 2002), others view entities and their
properties as unstable and emergent (Illari and Williamson 2012). In short, searching for
a mechanism is, in part, identifying the working entities and mapping entities to activities
(Bechtel and Abrahamsen 2005).

Third, a mechanism is organized such that its entities and activities are set up to do
something (Craver 2001). The entities have a spatiotemporal organization (e.g., location,
shape, position, order, duration, rate, interaction direction) and are working with startup,
ongoing, and termination conditions®. The organization can take various forms, such as
linear (i.e., the completion of the first stage gives rise to the second), in cycles (i.e., key
products exist at juncture stages and can be reused cyclically), in networks (i.e., clusters
of units are causally connected), additive (i.e., the whole changes linearly with the
addition of the parts), or emergent (i.e., the whole is more than the sum of the parts, and

new properties may appear). The same entities and activities may produce different

¥ Not all mechanisms have a termination condition, and a single input or output without a final termination
state is possible.
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outcomes if organized differently (Craver and Tabery 2017, Levy and Bechtel 2013,
Wimsatt 1997).

Finally, the entities are organized so as to carry out activities that accomplish the function
of the mechanism (Cummins 1975, Garson 2013). For example, the heart is beating to
circulate the blood, the car engine burns fuel to produce mechanical power, and the web
crawler for search engines automatically fetches webpage scripts for indexing. By
specifying the functional characterization of a mechanism, we can reveal why a

mechanism is there (Bechtel and Abrahamsen 2005).

2.3.2 Mechanism-Based Explanation

Mechanism-based explanation refers to explaining why a phenomenon happens by
describing how some mechanisms produce the phenomenon (Halina 2017). It identifies
the entities and activities that are responsible for a phenomenon and determines their
organization. Thus, mechanism-based explanations identify the working entities that
constitute the phenomenon and show how the parts work to cause the phenomenon.
Accordingly, mechanism-based explanation involves both constitutive explanation (i.e.,
showing causal structure by clarifying the causal properties of the parts and their
organization) and etiological explanations (i.e., showing causal processes by showing the
chains of events and their antecedent causes, such as activity-based explanation), which
delimits relevant components and causal processes responsible for the phenomenon

(Craver 2007, Kuorikoski 2012, Salmon 1984b, Ylikoski 2013).

The issue of whether a mechanism-based explanation should be ontic or epistemic was
debated in the literature. Some authors held an ontic view (e.g., Craver 2001) and matched
a phenomenon into causal structures of the world. Thus the explanation exhibits the
objective portions of the causal structure (i.e., the entities and activities) that bring about
the phenomenon. An ontic explanation is thus a genuine causal structure of the real world
(e.g., the entities and activities that form the mechanism). Others held an epistemic view
(e.g., Bechtel and Abrahamsen 2005), whereby a mechanism-based explanation is the
understanding of a mechanism by scientists, so it is the communicative acts that convey

information about the mechanism of a phenomenon that is explanatory—that is, the
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mechanism itself is not a mechanism-based explanation, the description of the mechanism
is. In line with more recent discussions (Illari 2013), we hold an integrative view of this
ontic-epistemic distinction, whereby the explanation should reflect the nature of reality,
but the process of explaining involves idealization and abstraction which constrain and
are constrained by researchers’ goals and communicative acts (Halina 2017, Wright
2012).

In IS, a few studies use generative mechanisms (Bygstad et al. 2016, Henfridsson and
Bygstad 2013) to explain digital infrastructure evolution. Despite the epistemological
assumption (i.e., the strong root in critical realism) and the difference in study object (i.e.,
digital platform generativity), the key components and characteristics of a generative
mechanism are similar to those of a mechanism we discuss here — the causal structures
including entities and activities, and the processes that generate the outcomes
(Henfridsson and Bygstad 2013). Whereas future context-specific researches can choose
their own ontological and epistemological stances, our current study applies a general
conceptualization of mechanism-based explanation that emphasizes common components

and functions across areas of science.

2.3.3  Multilevel Nature of Mechanisms and Interlevel Causation

In terms of organization, mechanisms are multilevel, because the behavior of the
mechanism as a whole (i.e., the higher level) can be decomposed into the behaviors of its
components (i.e., the lower level). For example, the behavior of a society can be
decomposed into the behaviors of collectives, which can be decomposed into the behavior
of individuals, which can be further decomposed into the behaviors of individual
organisms, which can then be decomposed into the physiological functions of the
organisms, and so on. The lower-level properties are realizers of higher-level functions so
that the parts (i.e., the lower-level entities) interact and give rise to the behavior of the
whole (Glennan 2010b). The levels of the mechanism are different levels of description
for the same object. For instance, we can describe the same cognitive model from higher-
order computational rules, the concrete input-output transformation algorithms, and the
physical implementation in the brain (Zednik 2017). Such a decomposing process is

guided by research objectives and is stopped when the decompositions are no longer

120



relevant or limited by scientific progression (e.g., physiological mechanisms may not be
relevant for behavioral researchers). Similarly, higher-level mechanisms may not be of
interest to everyone. For instance, researchers on individual IS use researchers may not
be interested in how the implementation of IT causes a social movement, whereas a

sociologist may have great passion regarding the societal level impacts.

The multi-level nature of mechanisms highlights the importance of understanding how
the parts interact with their whole, which raises the challenge of understanding interlevel
causation (Craver and Bechtel 2007). The mechanism-based approach of making causal
claims suggests that mechanisms are mediating causal interactions, and both bottom-up

and top-down causation can occur in the hierarchy of mechanisms.

2.3.4 Social Mechanisms

Social mechanisms are defined as “social processes having designated consequences for
designated parts of the social structure” (Merton 1968, cited in Hedstrom and Swedberg
1998 p.6). They explain how social-level causes generate social-level outcomes through
social processes. Social causes involve the acts of individuals within social constraints,
such as the rules of social institutions and actions of other individuals (Little 2011). The
entities of a social mechanism include individuals, collectives, artifacts, and hybrids such
as firms. Entities engage in sequences of activities that unfold over time to generate

observed outcomes in their designated social contexts (Avgerou 2013).

Figure 2.1 depicts a typology of social mechanisms that Hedstrom and Swedberg (1998)
developed according to Coleman’s (1986) boat model. Although not using the term
mechanism, Coleman’s boat model indeed applies mechanism-based thinking (Ylikoski
2017). The boat model posits that to explain the macro-social reality (e.g.,
unemployment), simply identifying the associated macro-level social variables (e.g., the
implementation of social welfare program) is not enough to establish the causal link. In
fact, it is the micro-level social structures (i.e., the activities and interactions of
individuals) that bring about the macro-level reality. Hence, the boat model is a macro-
micro-macro process of how social institutions influence how individuals think and

behave, and individuals’ thinking and behaviors provide an explanatory understanding of



macro-level social formation (Coleman 1986). Based on this conceptualization, Hedstrom
and Swedberg (1998) posit that to explain a macro-level social phenomenon (i.e., arrow
4 on Figure 2.1), the macro level factors must be connected to the micro-level activities

by individual actors. Three types of mechanisms come into play:

» Situational mechanisms (arrow 1): social context influences individual actors’
beliefs, habits and cognitive frames that constrain and enable these actors’

opportunities for action.

e Action-formation mechanisms (arrow 2): individual actors’ opportunities and

cognitive frames lead to or change these actors’ behaviors.

* Transformational mechanisms (arrow 3): individual actors’ actions produce social

patterns and outcomes (e.g., the emergent macro-level properties).

Macro-level
association
Q0@
Situational Transformational
mechanisms mechanisms

®o—o-0

Action-formation
mechanisms

Figure 2.1 A Typology of Social Mechanisms Reprinted from Hedstrém and Ylikoski

(2010) p.59

These three types of social mechanisms highlight the top-down influence of social
context, as well as how social outcomes bottom out at the micro-level of agent actions.
Different from a variance-approach to explanation that makes direct associations between
social context and social outcomes (arrow 4), it is the underlying role of agents’ beliefs
and opportunities for actions and changes in behaviors that bring about the macro level
outcomes, not the social structure itself (Ylikoski 2017). Depending on the research goal,

researchers may not be interested in all three types of social mechanisms. For example,
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sociologists may not be interested in how individual cognitions transform into actions,

whereas psychology or cognitive researchers may be highly interested in this mechanism.

2.3.5 Computational Mechanisms

Conceptualized within the New Mechanism paradigm, computational mechanisms are a
particular type of mechanisms widely used to explain how physical and digital
computational systems work. Neurophysiologists who work in computational
neuroscience consider the brain as a computational system, and view the work performed
by neurons as computation (Shagrir 2006). Cognitive scientists view humans and the
workings of human mind as computation, that is, a process that manipulates mental

representations (Putnam 1991).

Although computational mechanisms originally focused more on computation in the
physical world, they have been mobilized to explain the operation and impacts of digital
computers (and their algorithms). Indeed, computational mechanisms are deemed relevant
in this context since digital computers are instructed (e.g., following the pre-arranged
algorithms) to perform the desired task. Computer scientists design computer algorithms,
which are a sequence of instructions that allow computers to solve problems within finite

steps, and this problem-solving process is computation (Cormen et al. 2009).

Computational mechanisms are responsible for the functions and behaviors of computing
systems—be they computers or human brains—by describing how “the input and output
information streams are causally linked ... along with the specific structure of information
processing” (Mitkowski 2014, p.221). Together with the component parts and information
processing structure, these input and output streams constitute the capacity of the

mechanism (Piccinini 2010).

Computation can be viewed as a functional mechanism, since the entities of the
computation mechanism are functionally organized to generate the capacity of the
mechanism as a whole. Entities within a computational mechanism operate to deal with
the designated functions. Computational mechanisms are real (i.e., the ontic aspect of a
mechanism) and local to the empirical question that the algorithm is trying to solve (Illari

and Williamson 2011).



2.4 A Mechanism Meta-Schema of Human Agents, Machine Agents
and User Commitment on Digital Platforms

We now present our mechanism-based meta-schema of user commitment on digital
platforms, which we developed drawing on Craver and Darden’s (2013) mechanism
discovery strategies. Because the mechanism discovery process begins with background
knowledge about the phenomenon—here, the impact of digital platform offering
representations on user commitment and collective outcomes—and the kinds of entities
and activities that may be involved within the boundary of the phenomenon of interest,
we developed a deep understanding of digital platforms. This was done by visiting,
analyzing, using, and studying digital platforms. We specified the phenomenon by setting
our contextual and conceptual assumptions (Rivard 2014), and we identified the key

entities and activities, and their organization (Darden 1991, 2002).

Three types of mechanism schemas exist (Craver and Darden 2013): how-possibly
schemas describe how a mechanism might work, how-plausibly schemas describe how a
mechanism might work considering the known evidence, and how-actually schemas
describe how the mechanism works in reality. Because of the theory-building nature of
our work, we applied techniques such as observation, enumeration, and literature
synthesis to construct the initial how-possibly and how-plausibly schema (Jaccard and
Jacoby 2009). We also used modular subassembly (reasoning about how mechanism
components might be combined) and forward-backward chaining (making inferences
about what comes before and after a mechanism component) (Craver and Darden 2013)

as thought experiments during the development process.

2.4.1 Underlying Assumptions

Our explanation is bounded by the following assumptions. First, we focus on multi-sided
digital platforms that create value by coordinating the demands of two or more distinct
groups of human agents—customers— “who need each other in some way” (Evans 2003
p-191). Second, while we do not limit the type of offerings being exchanged (i.e, we
include both goods and services), we limit our theorization to platforms where monetary
commitment is sought. Although other types of platforms that focus on non-monetary

objectives share common elements with our context and could benefit from some part of
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our work (e.g., knowledge contribution to an online Q&A community), these other types
of commitment do not exhibit the zero-sum nature of monetary commitment and our
explanations may be inadequate in these contexts. Third, our explanation pertains to
platforms where some of the human agents’ actions—either their commitment (e.g.,
charitable donations, purchases of a good) or non-committal actions (e.g., reviews, shares,
likes, comments)—leave a trace on the platform. Indeed, digital platforms are not
showcases of static webpages that display offering information; they are virtual spaces
with complex social interactions. Thus, we view social influence as an essential
component to produce user commitment or non-committal actions, which in turn
influence collective outcomes. Such social influence should be perceptible in some way
as a signal. Although the exposure of peer actions is important, however, not all streams
of human agent activities on digital platforms are necessarily visible. The platforms can
have various interface designs, and not all agent actions will be presented on the interface.
For example, the platform can choose to present aggregative information (e.g., total sales
and sales ranks), or embed information about a human agent action in the HTML template
so that a machine-agent such as a wrapper (i.e., an algorithm that can scrap HTML script

and extract its content) can make sense of it but human agents cannot.

Because digital platforms coordinate the demands of distinct groups of human agents,
they are a collective-level structure to which social mechanism-based explanations are
relevant. Therefore, as we adopt Hedstrém and Swedberg’s (1998) typology of social
mechanisms to theorize human agents on platforms, we espouse the authors’ cognitivist
assumption. Under this assumption, the representation of platform offerings provides
some signals to induce human agents’ cognitive frames, which in turn produce rational

choices and actions.

2.4.2 Concepts of the Meta-Schema

We first introduce the concepts at the higher-level—the offering representation on digital
platforms and the associated collective outcomes. Then we decompose the underlying
entities at the lower-level—human agents and machine agents—and their activities before

we introduce their organization. Table 2.2 lists the definitions of these essential concepts.



Table 2.2 Definitions of Key Concepts

Concept

Definition

Offering Representation

The description of the set of attributes of a given offering
on the digital platform.

Actual causal capacity of the
offering representation

Actual stable structure

Actual dynamic structure

The extent to which the quality of the offering is attractive
or persuasive.

The actual attributes of the elements of an offering, which
are not modifiable by agent actions.

The actual attributes of the elements of an offering, which
are subject to modification by agent actions. It includes
collective commitment and other aggregate outcomes of
previous actions.

Displayed causal capacity of the
offering representation

Displayed stable structure

Displayed dynamic structure

The presentation of the offering-related information on the
platform.

The presentation of the non-modifiable offering-related
information on the platform.

The presentation of the modifiable offering-related
information on the platform.

Human agent

An individual who performs actions on digital platforms,
be they the target audience or party at the origin of the
offering,

e.g., customer, supplier, service provider, customer
service representative

General-purpose algorithm

Internal general-purpose

algorithms

External general-purpose
‘algorithm

A set of step-by-step computational instructions to
achieve the desired task, such as sorting, ranking,
classification and clustering, in a finite number of moves
without the ability to publish new content on the platform.

A general-purpose algorithm implemented by the platform
owners.

A general-purpose algorithm introduced by external third
parties.

Machine agent

External machine agent

Internal machine agent

“An agent is a computer system that is situated in some
environment, and that is capable of autonomous action in
this environment in order to meet its design objectives”
(Wooldridge 2009 p.5). We define machine agents as
those agents that can publish new content on the platform
and act like human agents.

A third-party introduced machine agent (i.e., external to
the platform) that performs human-like actions on the
focal platform.

A platform-designed machine agent (i.e., internal to the
platform) that performs human-like actions on the focal
platform.
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able De 0 of Ke oncep
Concept Definition
Human agent cognitive frames An individual's state of mind linking an object to its

attributes, which represents the information he or she has
about the object.

Machine agent beliefs The knowledge built up by the machine agents about the
environment (e.g., the significant changes on the
platform).

Actions Operations performed by human agents or machine

agents on the digital platform to create content, build
relationships, evaluate the offerings, and/or commit to the
offering.

Commitment | One type of action which is a binding obligation that can
take the form of a promise, payment or bid related to the
offerings.

Non-committal actions
A non-binding action that can take the form of content
creation, relationship building, or evaluation of the

offering.
Collective outcome of agent The coalescence of lower-level (either commitment or
actions non-committal) outcomes.

The offerings, either goods or services, are the core of interaction and value creation on
digital platforms. The representations of the offerings (i.e., the set of attributes of a given
offering) serve as signals that are perceptible by human and machine agents on the
platform (e.g., offering descriptions, popularity, and offering provider identity), which
influence agents’ decision-making and actions. We define an offering representation’s
qualification such as attractiveness and persuasiveness as its causal capacity, which is
underlain by causal structures, defined as the attributes of the elements of an offering. The
elements of an offering can include part of the offering itself (e.g., the product description)
or anything related to the offering (e.g., offering provider’s information, product network,
past transaction history). The attributes of these elements are causally relevant to agents’

cognitive processes to evaluate the offering and action possibilities.

We differentiate four types of causal structures (see Table 2.3): actual versus displayed,
and stable versus dynamic (i.e., 2 by 2 types). Some attributes of an offering are not
modifiable (i.e., stable) by human agents or machine agents during the interaction and
transaction process (e.g., offering description), whereas others are dynamic, being subject
to modification by agent actions (e.g., real-time reviews and ratings). Dynamic structures

not only reflect the outcome of individual agent actions but also reflect collective



outcomes of the human agent’s and machine agents’ previous actions. Herein, we define
the collective outcome of agent actions as the coalescence of lower-level outcomes,
including both commitment and non-committal outcomes. It is collective, thus going
beyond individual-level results. It may have two statuses: the final outcome (e.g., the
success of a crowdfunding campaign), or the temporary milestones that can be reached
repeatedly over time (e.g., top 10 sales ranking). The latter contributes to an offering’s
dynamic structure, whereas the former is the end-state of a mechanism. Since not all
offerings require a final outcome (e.g., a product that is continuously for sale), the

mechanism may not have an end-state.

Table 2.3 Types of Offering Causal Structures

Stable Dynamic
Actual Actual stable structure Actual dynamic structure
Displayed Displayed stable structure Displayed dynamic structure

Human agents are individuals who perform actions on digital platforms, be they the target
audience or party at the origin of the offering— including service or product providers,
customers who pay for the services and products, and platform moderators who interact
with providers and customers. However, we exclude platform administrative or technical

personnel who are responsible for designing (and changing) the platform’s architecture’,

The platform ecosystem is supported by algorithms, defined as a set of step-by-step
computational instructions to achieve the desired task. Algorithms can deal with various
tasks with a wide range of complexity (e.g., simple information display, information
screening and processing, dialogue with other algorithms and human users). Accordingly,
we classify the algorithms into four types (see Table 2.4): those algorithms that have the
ability to publish new information are defined as machine agents, and those that just have
the ability to process and manipulate existing information are defined as general-purpose
algorithms. According to intelligent agent literature, “an agent is a computer system that

is situated in some environment, and that is capable of autonomous action in this

* We use this exclusion criterion because the type of actions they are performing (i.e., designing and
modifying the platform technological design) is not the focus of the current study.
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environment in order to meet its design objectives” (Wooldridge 2009 p. 5). Machine
agents in some ways act like human agents. They are autonomous, so they can make
independent decisions and operate without direct human intervention. They are rational
in that they are goal-oriented and will not act in such a way as to prevent the goal from
being achieved (Wooldridge and Jennings 1995). For an agent to be intelligent, it needs
to be reactive, proactive and social (Wooldridge 2009). Reactivity is the ability of an
intelligent agent to respond to changes in the environment; proactiveness is the ability of
an intelligent agent to pursue goal-directed behavior by taking the initiative (i.e.,
persistence and robustness); and social ability is the performativity of an intelligent agent
to interact with other agents and possibly humans (Wooldridge and Jennings 1995). Some
researchers take a strong agency perspective and view intelligent agents as having mental

abilities that are usually applied to humans such as intention and obligation (Weiss 1999).

Table 2.4 Types of Algorithms on Digital Platforms
Not able to publish new Able to publish new content

content
Internal to the Type |: Internal general-purpose Type II: Internal machine
platform algorithms agents
External to the Type Ill: External general- Type IV: External machine
platform purpose algorithms agents

In addition, some algorithms are implemented by the platform as an integral part of
platform infrastructure (e.g., product ranking based on clickstream data), whereas others
are introduced by third parties to act on the focal platform (e.g., external bots and web
scrapers). We define them as internal and external algorithms respectively. Many of the
tasks these algorithms can perform may not be much different across four types. For
example, all four types of algorithms can perform sorting, ranking, classification, and
clustering tasks. Those that are able to generate new content will post the task outcomes
on the platform in certain ways (e.g., publish new advertising information based on the
ranking task). However, for the external algorithms, the platform may have some control
mechanisms to prevent them from acquiring information and posting robot-generated
content to avoid unintended consequences such as a data breach (e.g., Li et al. 2012,

Thelwall and Stuart 2006).



Human agents and machine agents share similar activities. Human agents make sense of
the representations of offerings on the platform, generate various cognitions (or
perceptions, beliefs, attitudes, desires), make decisions (e.g., evaluation, selection,
comparison), and can post content and/or commit to the offering. Similarly, machine
agents acquire information, build up knowledge about the environment in which they are
situated, evaluate possible action plans, and can post content and/or commit to the
offerings. The offerings do not act. They are posted by the providers, and their display is

manipulated by the algorithms.

Two types of activities are of particular importance: commitment and non-committal
actions. We define commitment actions as binding obligations that can take the form of a
promise, payment, or bid related to the offering (e.g., crowdfunding contribution by
human agents, auto-transaction by the machine agents). These are essentially money-
related actions that accomplish the transaction. In contrast, non-committal actions are
non-binding activities that can take the form of content creation, relationship building, or

offering evaluation. Both human agents and machine agents can perform these actions.

The entities (i.e., human agents, algorithms and offerings) have temporospatial
organizations that are usually constrained by platform rules and infrastructures. For
example, the platform may constrain the speed of transaction, the sequence of interaction,
and the accessibility of required information. In principle, human agents can interact with
other human agents (e.g., make comments and replies) and machine agents (e.g., dialogue
with a chatterbot), and machine agents can interact with other machine agents, either
internal or external to the platform (e.g., web crawling activities may influence page

ranking).

2.4.3  Constructing the Meta-Schema

Figure 2.2 is a high-level illustration of our meta-schema. It describes computational
mechanisms (grey arrows) and social mechanisms (black arrows) that underlie the
phenomenon (i.e., the relationships between platform offering representations, user
commitment, and collective outcomes), which includes both constitutive explanation (i.e.,

causally relevant entities and activities) and causal processes (i.e., the enactment of agent
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actions over time). Figure 2.3 is a detailed representation of the meta-schema, and Table

2.5 describes each mechanism.

M4
A. Offering’s causal  _ __ _ _ _________ - D. Collective
i outcome of agent
capacity ,
\ actions
’ f
Mla Mib 3 "5

\ /

B. Agent Cognitive M2a —p
frame / beliefs M2b

C. Agent actions

Note. The solid arrows represent mechanisms, not information flows, variance or causal
effects between the constructs. The dotted arrow is a direct association, which is not a
mechanism. The grey arrows represent computational mechanisms for machine agents, and

the black arrows represent social mechanisms for human agents.

Figure 2.2 A Mechanism-Based Meta-Schema of the Impacts of Offering

Representation on Digital Platforms
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Table 2.5 Summary of the Meta-Schema

For Human Agents For Machine Agents
M1a: human agent cognitive frame M1b: machine agent belief formation
formation Machine agents collect percepts from the
Human agents form cognitive frames (e.g., environment and build up knowledge of the

beliefs, attitudes, desires, and preferences) environment.
about the offering's causal capacity.

M2a: human agent action formation M2b: machine agent action selection
Human agents’ cognitive frames about the Machine agents determine how to respond to
offering result in actions. events to achieve goals based on the

knowledge about the environment (i.e., belief)
and a collection of pre-defined plans, or they
assemble plans from actions.

M3: causal capacity update

Human agent and machine agent actions modify the values of the attributes of the dynamic
structure of an offering.

M4: offering representation update

Internal general-purpose algorithms assess the values of the attributes of the offering causal
structure and may modify the display of these values (e.g., ranking, labeling, and grouping)
according to the goals of the platform.

MS5: collective outcome emergence

Collective outcomes are produced by bottom-up coalescence (e.g., composition and
compilation) of agent-level outcomes.

2.4.3.1 Mechanism (1a) Human-Agent Cognitive Frame Formation

Human-agent cognitive frame formation is a situational mechanism that explains how
social context influences agents’ cognitive frames (e.g., beliefs, attitudes, perceptions,
motivations, desires, preferences, affects'®) that in turn constrain and enable agents’
opportunities for action (Hedstrém and Swedberg 1998). As shown in Figures 2.2 and 2.3,
an offering’s displayed causal capacity, which is perceptible by human agents, influences
their cognitive frames about the offering that in turn enable and constrain the opportunity

for commitment and non-committal action.

"% Despite the traditional affect-cognition distinction, neural mechanisms show that affect may be a type of
cognition (Duncan and Barrett 2007). In this study, we take a broad view of cognition which includes
affects,
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This mechanism is in line with the Theory of Reasoned Action and the Theory of Planned
Behavior (Ajzen 1985, Ajzen 1991, Fishbein and Ajzen 1975). Take human-agent belief
formation as an example. If we stay at the behavioral and psychological level of
explanation'', human beliefs are “a person’s subjective probability judgments concerning
some discriminable aspect of the world” (Fishbein and Ajzen 1975 p.131). Beliefs reflect
human agents’ understanding of the environment —the offering, the digital platform
environment, and the social environment on the digital platform. Direct observations,
which provide descriptive information about objects (i.e., descriptive beliefs), and
interactions, which provide information about unobservable characteristics (i.e.,
inferential beliefs), are two sources of belief formation (Fishbein and Ajzen 1975). For
the offerings on digital platforms, the displayed causal structure, both the stable and the
dynamic parts, provides individuals with opportunities to make sense of the object—to
understand the causally relevant elements of an offering (e.g., the type, the description,
past performance)—and to make links between the object and their beliefs about the
attributes of the object. By interacting with the representations of these offering elements
(e.g., virtual try-on, communication with providers), individuals can infer unobservable
attributes of the offering elements (e.g., usability, trustworthiness). The formation of other
cognitive and psychological concepts such as attitudes, desires and preferences shares
much common ground with the formation of beliefs —there exists an object, and
individuals need to make sense of the object first to establish the cognitive frames before
advancing to decision-making and actions (Druckman and Lupia 2000, Moses et al. 2000,

Regan and Fazio 1977). Thus, we propose that:

Proposition la: Human agents form cognitive frames (e.g., beliefs, attitudes, perceptions,
motivations, desires, preferences, affects) through observational learning or direct
interaction with the offering representation, which is a sense-making process fo

understand the offering’s causal capacities.

The M1a mechanism is often implicit in variance-based explanations of user commitment

on digital platforms. For example, the social media activity of a fundraiser is hypothesized

' Future research can go into lower-level mechanisms to explain belief formation, such as neuron
activities in the brain.
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to enhance social embeddedness of a crowdfunding campaign (i.e., the causal capacity of
the offering), which in turn is thought to influence crowdfunding contributors’ trust
perceptions and social image concerns (Hong et al. 2018). Past sales information and
eWOM on Groupon were found to influence subsequent incremental sales, the authors
explaining that they serve as quality signals, updating customer beliefs via observational
learning to increase their awareness and reduce the sense of quality uncertainty (Li and
Wu 2018). Similarly, review volume and valence on eBay were found to influence buyers’
willingness to pay through perceived risk and perceived value (Wu et al. 2013). From the
evidence above, we can infer that human agents’ cognitive frames have structures from
which the formation of a belief or attitude may elicit subsequent beliefs and attitudes. For
example, previous crowdfunding contributors that hide their identity information may
elicit a sense of uncertainty about the crowdfunding campaign from future contributors,
which reduces future contributors’ confidence and increases skeptical perceptions (Burtch
etal. 2016).

One approach to enhance precision and adequacy of explanation is to identify different
complementary, substitutive, competing, or parallel elementary mechanisms at work that
form the molecular mechanism (Hedstrém and Swedberg 1998). Extant research mostly
relies on the signaling perspective which suggests that the presentation of the offering
serves as a quality signal that induces human beliefs. A signaling mechanism can be
molecular in that various elementary mechanisms may work simultaneously to produce
cognitive dissonance, reinforce certain beliefs or create spillover effects. Hedstrém and
Swedberg (1998) provided several prototypical elementary mechanisms which fit under
this broad category of how the environment influences human agents’ formation of
cognitive frames (e.g., adaptive formation, wishful thinking, compensation, crowding out,
contrasting, endowment). These elementary mechanisms can be applied to our context
and are a good starting point upon which future research can construct a contextualized

mechanism-based explanation.

2.4.3.2 Mechanism (1b) Machine-Agent Belief Formation

Similar to human belief formation, machine agents form beliefs before acting. Belief for

a machine agent is defined as “the agent’s knowledge or information about the

134



environment, itself or other agents” (Padgham and Winikoff 2004 p.10). It is the cache of
information (called percepts) that has been received from the environment, and the
processing of these percepts is the sense-making process employed by machine agents.
Take the PageRank algorithm from Google as an example. It measures the importance of
webpages to order search results, thus allowing personalized display. Although the
ranking results from PageRank are no longer available to the public since 2016, thereby
making the actual ranking algorithm much more of a “secret”, the algorithm itself
represents a general framework for machine agents to perform ranking tasks through web
graph analysis. PageRank collects information about the link structure (i.e., in-links and
out-links) of a webpage, which serves as an indicator of the page value. The contribution
of a link may be depreciated by its relevance, position (in the central place vs. at the
bottom), topic or clickstreams, depending on how the algorithm defines the weights
(Haveliwala 2003, Langville and Meyer 2011, Xing and Ghorbani 2004). If we consider
a webpage as a node in the network graph, the collection of node attributes and network
structure information (i.e., percepts) by the algorithm helps it makes sense of the
environment and build up a weighted webpage network (i.e., belief formation), which

decides the algorithm’s subsequent ranking actions. Hence, we propose:

Proposition 1b: Machine agents’ ability to build up knowledge of the environment
(including knowledge of the offering and its surrounding social dynamics) varies

according to their percepts collection and processing strategies.

For example, Russell and Norvig (2016) discussed four types of machine agents: (1)
Simple reflex agents select actions based on current percepts, ignoring the past percept
history, which limits the machine agents’ knowledge of the environment to its current
version. (2) Model-based reflex agents keep track of the percept history to reflect on the
unobservable parts of the current percepts, allowing the agents’ knowledge of the
environment to continue updating. Under this strategy, machine agents are able to build
up a historical view of the environment. (3) Goal-based agents require not only
information about the environment, but also information about the goal, meaning that
knowing the environment is not enough to decide whether or not the situation is desirable,

and the goal is an integral part of machine agents’ beliefs. Under this strategy, the resulting
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belief about the environment is contingent on the machine agents’ acting to achieve the
goal. (4) Utility-based agents, in addition to information about the environment and goal,
follow a utility function to internalize performance measures about prospective behaviors
in the environment. Therefore a machine agent builds up beliefs by comparing different

environment states with the level of goal achievement.

Although traditionally considered a computer science topic, understanding machine-agent
belief formation is relevant in the present context. On one hand, the percepts collected by
machine agents are largely generated by human users. Consequently, the design of the
machine agents should consider the situated cognition and actions of human agents. On
the other hand, human agent belief formation is largely influenced by other algorithms
present on the platform. For example, the format and content of recommendation agents
(e.g., product ranking, personalized push messages) may be influenced by both human
user profiles (e.g., users’ past actions) and other machine agents’ actions (e.g., be triggered

by a virtual assistant, influenced by web crawlers’ repetitive clicking actions).

2.4.3.3 Mechanism (2a) Human-Agent Action Formation

M2a is an action-formation mechanism, whereby agents’ cognitive frames lead to or
change the agents’ behaviors (Hedstrom and Swedberg 1998). As per the cognitivist
model assumption, individuals’ behaviors toward an object largely depend on their
cognitive frames about the object. This assumption underlies most extant variance-based
studies which consider beliefs and attitudes as direct antecedents of actions. For example,
trust and risk beliefs associated with the offering (e.g., toward the offering, toward the
platform, toward the offering provider) are frequently examined antecedents of
purchasing behaviors (e.g., Guo et al. 2018, Ou et al. 2014, Pavlou and Gefen 2004, Wu
et al. 2013).

The composition of cognitive frames about an offering’s causal capacity, however, is
complex. Thus, the structure of individuals’ cognitive frame can be difficult to detect, and
identifying the right causal process can be challenging. Moreover, the offering’s causal
capacity is not limited to the offering itself but also includes the social dynamics that

surround it. For example, if following Aristotle’s modes of persuasion (Rapp 2010), the
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persuasive aspects of an offering, thus its causal capacity, can be derived from ethos (i.e.,
credibility of the presenter), pathos (i.e., the sentiment that appeals to the audience’s
emotion), and logos (i.e., the logical support). Therefore, individuals may not only
evaluate the offering itself, but also the providers and how the offering is delivered on
digital platforms. Such evaluation may be based on salient information that is explicitly
presented on the platform, or on inferred information that individuals need to explore and
connect in order to identify the probably true information. The presentation of the
information can be static (e.g., the offering profile that is pre-designed) or dynamic (e.g.,
real-time peer activity information). Different types of information for evaluation may
lead to different decision-making processes and actions (e.g., Jiang et al. 2018).
Accordingly, human agents’ cognitive frame compositions and the effort to deliver

commitment versus non-committal actions can be different.

Even with the same cognitive frame composition, different cognitive frame formation
patterns may result in different actions. For example, Hedstrom and Swedberg (1998)
provided three classic examples based on similar beliefs but exhibiting different action
formations. The first example is Robert Merton’s (1968) self-fulfilling prophecy, which
suggests that the initial false information about a situation will be reinforced during its
diffusion, and will evoke behavior that eventually makes the false conceptions true. It is
a cumulative and negative reinforcing process in which the wrong belief is enhanced
though rumors and other people’s wrong reactions. The second example is James
Coleman’s (1957) network diffusion process where an influential individual’s opinion is
diffused throughout the social network and influences what his or her friends say and do.
The last example is Mark Granovetter’s (1978) threshold theory, which posits that an
individual’s action differs as per the number of other actors who have done the same; thus
there is a threshold in an individual’s mind that guides his or her decision-making. All
three examples involve beliefs regarding social validation of peer opinions, but different
diffusion processes which lead to different belief formation patterns. These different
patterns exhibit different impacts on an individual’s propensity to act, and the impacts of

beliefs on actions are far more complex than a linear process. Accordingly, we propose:
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Proposition 2a: Human agents’ cognitive frame compositions influence action selection,

and different patterns of the cognitive formation may have different impacts on actions.

As has been discussed earlier, an individual’s cognitive frame may include beliefs,
attitudes, perceptions, desires, preferences, and any cognitive and psychological factors
that can create opportunities for action. The evaluation of the offering causal capacity
which creates opportunities for actions can be axiological in that the choice of actions

may also depend on human agents’ goals and expectations in the specific context.

2.4.3.4 Mechanism (2b) Machine-Agent Action Formation

Like human agents, machine agents act to affect the environment. After receiving or
collecting information from the environment, a machine agent determines how to respond
to achieve its goal, based on its belief about the environment and a collection of plans.
The actions under this mechanism are mostly related to new content generation and direct
interaction with human agents (e.g., analyzing user-generated data and responding
accordingly). To illustrate, a recommendation agent may collect individuals’ browsing
histories to build consumer profiles and conduct matchmaking (e.g., content-based, social
network-based, hybrid), so that it can provide personalized recommendations that
influence individuals® purchasing decisions (Li and Karahanna 2015). A chatterbot may
extract keywords from speech or input text to perform pattern matching (e.g., natural
language enquiries, simple statements, semantic meaning enquiries) so that it can respond
and converse with human users (Abdul-Kader and Woods 2015). The action performed

by machine agents can be instantaneous or durational.

To form the action, a proactive agent pursues goals (i.e., if a plan fails to achieve the goal,
the agent keeps trying the alternatives until it is no longer relevant), and a reactive agent
responds to events that are significant occurrences, causing changes in information about
the environment (i.e., percepts). As has been discussed earlier, an intelligent agent should
be both proactive and reactive. To realize the goal, a machine agent needs a plan that
specifies preconditions and effects, and can be pre-defined (i.e., plan library) or assembled
from actions. The relationship between a machine agent’s percepts, belief, goals, plans

and actions can be very dynamic, yet rational. If an event occurs, it will be processed to
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update the machine agent’s beliefs and may modify the (sub)goals (e.g., trigger new goals,
drop impossible goals, change goal priorities). An action plan will be selected from the
plan library. The execution of the action plan (i.e., enactment of the action) may yield new

events, change (sub)goals, and modify beliefs (Padgham and Winikoff 2004).

Depending on the decision-making architecture, a machine agent has different strategies
to decide which action to perform (i.e., action plan selection). For example, Weiss (1999)
discussed four types of agent architectures: (1) a logic-based architecture in which the
deduction rules (e.g., if-then function) and the database are encoded to derive the best
action formulae using logical representation language; (2) a reactive architecture in which
the best action is a product of agent-environment interaction (not a product of syntactic
manipulation of the logical representations), thus the action should be situated in the
environment and emerge from the interaction of various lower-level actions; (3) a belief-
desire-intention architecture in which the best action is derived from deliberation and
means-ends reasoning to achieve balance between multiple intentions; and (4) a layered
architecture in which various subsystems are decomposed and arranged with hierarchies
to deal with different types of goals and behaviors (e.g., one subsystem for proactive

behaviors and another subsystem for reactive behaviors). Accordingly, we propose that:

Proposition 2b: Machine agents " action formation is influenced by their decision-making
architecture (e.g., logic-deduction, reactive, belief-desire-intention, layered), so that even

with the same percept and goals, the action plan selection may be different.

The purpose of discussing agent architectures and action formation mechanisms here is
not to encourage everyone to conduct algorithm design research — indeed, many algorithm
details are kept “secret” by a business since it is the intellectual assets that make the
business competitive. However, the performative and material aspects of algorithms and
machine agents are essential to understanding how and why human agents act, as well as
understanding the changes on digital platforms (Orlikowski and Scott 2015). To illustrate,
Gleasure et al. (2017) identified eight material features of book publishing crowdfunding
platforms (e.g., reviews, reward, product description) and five material features of

internally managed production activities (e.g., editing, curated mechanisms for uploading,
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physical premises), which are supported by algorithms and machine agents. The
enactment of these algorithms creates social drivers (e.g., desires, pursue social identity,
willingness) for human users to contribute to a campaign with different practices (e.g., a
donation towards book vs. process) and motivations (e.g., the creation of impetus vs.

creation of stress).

In summary, the enactment of machine agent actions contributes to the social dynamics
on digital platforms, which shapes and constrains agent (both human and machine) belief

and subsequent action formation.

2.4.3.5 Mechanism (3) Offering Causal Capacity Update

The new information created by human actions (i.e., commitment and non-committal) and
machine agent actions (i.e., from both internal and external sources) may modify the
values of the attributes of the offerings. For example, newly published reviews and ratings
may enhance the attractiveness of the offering; consumer-provider communication
information may enhance the trustworthiness of the provider; previous transaction listing
may enhance the persuasiveness of the offering; and social media broadcasting presented
on the platform may enhance the awareness of the brand. Such updated offering causal
capacity will influence subsequent agent beliefs and actions. This updating process is a
computational mechanism in which agent actions (both human and machine) generate
data, and the platform’s internal general-purpose algorithms receive, collect and process
the new information to modify the offering’s dynamic structure. The information
processing execution can be selective depending on the objective of the platform and the
decision-making architecture. For example, an algorithm following logical-deduction
architecture retrieves the information processing plan from its encoded action formulae
database, so the same type of information is always processed in the same way to update
the offering’s attributes. However, an algorithm following layered decision-making
architecture may process the same piece of information differently, depending on the goal
and environment (e.g., an Al algorithm learns from past user review examples and
generate new policies for updating offering labels). As a result, different information

sources (e.g., commitment action vs. non-committal actions, from internal machine agents
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vs. external machine agents) may yield different impacts on such update processes,

depending on the algorithms’ decision-making architecture. Hence, we propose:

Proposition 3: Offering causal capacity update is a joint process through which human
and machine agent actions provide new information, and the platform’s general-purpose

algorithms selectively use this information to update the offering’s attributes.

The computation process itself is most likely operating in the background, consequently
non-observable by human agents, yet its enactment impacts agents. For example,
cumulative sales indicate social validation of product quality, which means that each new
transaction that occurs and is recorded on the digital platform updates the strength of an
offering’s quality signal. It should be noted that not all information generated from agent
actions are salient and directly related to the offering value and quality. Various pieces of
non-salient information can be generated during agent action (e.g., consumer browsing
data, the expansion of product network), requiring extra effort in sense-making and
connection building to ensure that causally relevant information is processed in

appropriate ways to bring impact.

M3 is an important mechanism that explains how IT uses human artifacts (i.e., algorithms
use human-generated information) and impacts human actions (Demetis and Lee 2018),
which is different from traditional social mechanisms (e.g., M1a, M2a) that explain how

humans use IT to act on digital platforms.

2.4.3.6 Mechanism (4) Offering Representation Update

M4 is the processing and display of the offering representation information on the digital
platform in a way that is perceptible by human and machine agents. Not all newly
available information is displayed on a platform; therefore, we differentiate the actual
causal capacity and the displayed capacity that is perceptible by agents. It should be noted
that offering representation is the description of offering attributes that are waiting to be
interpreted, and displayed causal capacity refers to those attributes that are presented on
the webpages. M4 is the process in which the offering representation is updated due to the
change in the displayed attributes (i.e., displayed causal capacity) after selectively

processing the actual causal capacity. For human agents, they mostly form their
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understanding based on displayed attributes on the screen; yet for machine agents, they
have the ability to detect the information behind the screen (e.g., extract tags from HTML)
which is also considered as a type of display in our study. In both cases, it is the update
of offering representation that directly impacts subsequent agent belief and action

formation.

After an offering’s actual causal capacity is updated (M3), the platform may assess the
values of the attributes of the offering and decide if and how to update the display of these
attributes according to the goals of the platform. Again, the display selection process
depends on the algorithms’ decision-making architecture. For example, the platform may
choose to exhibit a full transaction history instead of a cumulative sales index. It may
choose to screen the negative reviews and only present the neutral or positive ones. Other
potential operations may involve ranking, grouping, or labeling that not only screen and
aggregate existing information but also give new meaning to these back-end data (e.g.,an
intelligent recommendation agent making new connections in a product network and
generating novel recommendations based on learned customer behavior). However, as
opposed to M2 and M3, no new data is generated by the algorithm in M4; it is the

intelligent use of existing information that produces the impacts. Herein, we propose that:

Proposition 4: The platform’s general-purpose algorithm selects information from the
actual offering causal capacity to update the offering representation depending on its

decision-making architecture.

2.4.3.7 Mechanism (5) Collective Qutcome Emergence

Mechanism 5 is a transformational mechanism in which individual actors’ ~actions
produce social patterns and outcomes (e.g., the emergent macro-level properties)
(Hedstrom and Swedberg 1998). It explains the emergence of collective outcomes from
lower levels. Indeed, the outcomes of agents’ commitments and non-committal actions
coalesce at the collective level through value exchange, social interaction, and enactment
processes. Such an emergence of collective outcomes is a bottom-up mechanism in which

agent-level actions are realizers of the collective level outcomes.
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Following multilevel research, we posit that the emergence process can take various
forms, ranging from an isomorphic composition that linearly sums up similar parts to a
discontinuous compilation that combines largely dissimilar parts in a nonlinear and
patterned manner (Kozlowski and Klein 2000). Existing variance-based studies that
modeled collective outcomes mainly take a composition approach, which assumes the
collective outcomes are linear and incremental additions of individual contributions (e.g.,
Hong etal. 2018, Huetal. 2017, Li and Wu 2018, Lin et al. 2017). Under this assumption,
individual actions share common properties (e.g., same antecedents and processes) so that
an average or sum can be used to understand the results of individual actions at the
collective level. This may be because the types of collective outcomes that have been
examined are mostly limited to the accumulation of monetary contributions (e.g.,
cumulative sales, sales ranks, funding progress), which is a linear addition process in

which individuals’ contributions are viewed as identical.

However, various collective outcomes cannot be linearly aggregated from individual
contributions. For example, auctions usually result in taking the highest bid. The final
interest rate for P2P lending can be a result of networked negotiation (i.e., multiple
borrowers with multiple lenders for several similar lending requests). The reservation
performance of a hotel can be compiled from several competing and complementary
booking channels (e.g., directly visiting the platform, visiting the platform through social
media recommendation, visiting the platform through Google recommendation). The
overall subscription to a professional service (i.e., online medical consultation) can be a
spillover result from related service adoption (e.g., use of offline medical service from a
physician from the same hospital). Since compilation processes are less understood in the
current literature, yet practically important, there remain great opportunities to understand
collective outcomes at the offering or platform level by identifying patterns of individual

actions and the interdependence between those patterns.

Proposition 5: The nature of individual commitment and non-committal actions will
influence the emergence of collective outcomes, which will vary from composition (e.g.,
linear addition of individual transactions) to compilation (e.g., maximum bidding results,

networked negotiation).
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2.5 Discussion

2.5.1 Evaluating the Meta-Schema

We now turn to the assessment of our meta-schema. A mechanism schema may fail due
to inappropriate characterization of the phenomenon, superficial modeling (i.e., only re-
describing the phenomenon by showing correlations or causal relations that may be useful
for prediction without describing the underlying mechanisms), incomplete construction
(i.e., the mechanism sketches that have a black box for components for which their
functional role is unknown), incorrectness (i.e., the schema fails to accurately describe the
mechanism for the phenomenon) or empirical reasons such as experimental error, data
analysis error, special cases, model anomalies, and falsifying anomalies (Craver and
Darden 2013). Whereas the last issue can only be solved by empirical investigation, the
three former issues can be improved by phenomenon recharacterization and iterative

reconstruction.

To assess completeness, we examined the studies that were part of our literature review
(see Appendix B). Although none applies a mechanism-based explanation, we identified
mechanisms that were implicit in the authors’ justification of the relationships they
hypothesized. The majority of the studies imply M1a and M2a as their explanations. The
elicited human agent belief towards the offering varies (e.g., social image concerns,
awareness, quality uncertainty, perceived effort, perceived risk, perceived value), which
contributes to commitment actions. Only two studies which examine collective outcomes
discuss how these outcomes emerge (Gregg and Walczak 2008; Reiner 2014), but no
studies directly hypothesize or examine this M5 mechanism. Furthermore, studies have
not examined the role of machine agents and platform algorithms, thus have not
considered the role of computational mechanisms. Although Gleasure et al.’s (2017)
sociomaterial case study on the enacted material aspects of crowdfunding technology
differentiates technological artefacts and social practices, it has not developed an
explanation of how social practices are causally produced as a result of the manifestation

of human-technology interaction.
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In terms of correctness, our meta-schema involves a time effect such that previous
actions—commitment or non-committal actions by human and machine agents—
contribute to updating the offering causal capacity, which in turn influences subsequent
agent actions. The accumulation of the result of agent-level actions gives rise to collective
outcomes; therefore time is needed for the collective outcome to emerge. The sequence
of activities (i.e., human agent actions, machine agent actions, and platform algorithms
modifying the display of offering representations) is justified through forward and

backward chaining, which confirms the correctness of the causal process.

A good schema should not only be complete and correct, but also possess some essential
virtues if it is to inspire future research. To the best of our knowledge, there is no existing
formal evaluation framework for assessing the validity and value of a mechanism-based
explanation. Because we draw on Craver and Darden’s (2013) mechanism discovery
strategies, we also use their suggested criteria to evaluate the virtue of our meta-schema.
The criteria can be classified into four types: (1) formal virtues that include testability and
internal coherence, (2) pragmatic virtues that show how useful the theory is, such as
fertility or conservation, (3) aesthetic virtues such as parsimony and elegance, and (4)
empirical virtues such as accommodating well-established phenomena, having predictive
power, being consistent with other non-rival theories, having generalizability, and
unifying the diverse phenomena with a common pattern (Craver and Darden 2013). Table
2.6 synthesizes our self-assessment based on the first three criteria. As our work is theory

development, the empirical virtues would be better assessed in future empirical studies.

Table 2.6 Meta-Schema Evaluation

Criteria Description Evaluating Our Meta-Schema

Testability The extent to which the Future empirical studies should
schema is testable with true identify context-specific entities,
observations (i.e., the activities and organizations, thus
mechanisms should reflect should be testable at a fine-grained
reality). level.

Internal coherence | The extent to which the The meta-schema does not have any
schema is constructed in a contradictory elementary
coherent way with no mechanisms.
contradictory elements.
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Table 2.6 Meta-Schema Evaluation

Fertility The extent to which the The meta-schema is a canvas on
schema can be used to which future research can situate
develop new avenues of context-specific investigation. The
research (e.g., generate new new components of machine agents
research questions). should generate new research

questions that are practically and
theoretically important.

Conservatism The extent to which the The meta-schema is in line with the
schema retains crucial research tradition in IS and marketing
elements of the research regarding the delivery of offerings,
tradition. social impacts, and consumer

commitment.

Parsimony The extent to which the With the key entities (human agents
schema posits only those and algorithms including machine
elements (e.g., entities, agents) and seven mechanisms, the
properties and relations) that meta-schema is a parsimonious
are necessary. representation of the phenomenon.

Elegance The extent to which the By adopting the classic boat model,
schema effectively presents the meta-schema is compact and
the elements so that they are effective in explaining the
organized in a compact phenomenon.
manner.

2.5.2 Leveraging the Meta-Schema to Develop Finer-Grained How-Plausible

Mechanisms

By adopting our meta-schema as a canvas, future research can rely on the set of common
vocabulary and prototypical mechanisms we propose to develop finer-grained how-
plausible mechanisms with the support of context-specific empirical evidence. Here we
discuss three approaches that we deem potentially useful: difference-making, agent-based
modeling, and data-driven discovery. To illustrate the potential application of each
approach, we use the vignette of a hypothetical online knowledge market where
physicians provide medical consultation services via a multi-sided digital platform (e.g.,
Guo et al. 2017; Liu et al. 2016; Zhang et al. 2017). Figure 2.4 presents the essential
elements of this platform. Here the phenomenon of interest is the relationship between the
offering of free services for a limited amount of times by physicians (i.e., the freemium

strategy) and the paid-service subscription conversion rate on the platform.
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Platform Business Model Description

This hypothetical platform is based on real online medical consultation platforms such as HDF
(HaoDaiFu), Ask A Doctor, and GoEVisit. The general business models across these
platforms share many common characteristics. For example, the platform is an intermediary,
connecting hundreds of thousands of physicians (or certified practitioners) with patients for
non-emergency healthcare consultation. The platform provides various communication
channels such as virtual conferencing, text-based service, and phone-based service. The
matching between physicians and patients is usually realized by algorithms, ranging from
simple assignment to dynamic profile matching. The platform usually has patient evaluation
and rating mechanisms to indicate physician expertise and service quality. Many platforms
adopt a freemium strategy—free trials are available for a limited number of times or periods to
attract patients.

Phenomenon of Interest

The impact of freemium strategy on the conversion of paid services (i.e., subscribe to the
paid- service after free-trials) on the platform

Key Components of the Mechanism (examples for illustration purposes)
Human Agent. physicians, patients
Machine Agent: physician-patient matching and recommendation systems

Commitment action (human): subscribe—or not—to the physician's medical consultation
service

Non-committal action (human): review the physician, rate the physician after the service,
free trials

Machine agent action: rank the physician profile page, provide a recommendation,
automatic dialogue during the consultation (e.g., payment notification, patient health record
posting)

Collective outcome: subscription conversion

Figure 2.4 A Hypothetical Digital Platform

Difference-making. The first potentially useful approach to reveal how the macro-level

impact is brought about is difference-making, also called interventionist treatment, which
follows counterfactual reasoning (Woodward 2011). It explains macro-level impacts by
varying alternative micro-level actions and noting differences. The causal relevance is
therefore established by showing covariational or contingency variables that play
difference-making roles. For example, if the change in the magnitude of macro-level X is
generally associated with the change in macro-level Y, and we wish to know more details
about the possible mechanism M (at micro-level) that delivers such an effect, we may
manipulate M (presence or absence, or different magnitudes) with controlled or natural
experiments to examine whether or not the pattern of covariance can be found. Using the

vignette example, a possible mechanism is that the free services offered by a socially

147



validated “good™ physician is highly valued compared with those offered by physicians
with lower reputations. Thus, the supply and demand of highly-valued free services will
give rise to platform-level service subscription conversion rates. Accordingly, natural
experiments can be conducted in order to manipulate social validation processes and
physician reputation delivery approaches to find the differential impacts. In addition to
the traditional eWOM used to diffuse reputation, machine agents may play important
roles—a recommendation agent may promote a physician based on patient eWOM and
the algorithms’ decision rules (e.g., physician response rate, service fee), or a matching
agent may link a patient with a physician based on previous text-based consultation
records. The difference-making manipulation can be done in various ways, and on both
human and machines, to manipulate how social validation is delivered. If the manipulated
components (e.g., reputation delivery approach) are found to be difference makers, the
macro-level association becomes contingent on the physician’s reputation, which is
manifested in particular ways (e.g., based on algorithms rule or emergent from the patient

eWOM diffusion network).

Agent-based simulation. Another potentially useful approach is agent-based simulation,
which is considered to be a powerful tool for modeling the properties, activities and
interactions among the components of a system (Marchionni and Ylikoski 2013, Smith
and Conrey 2007). The simulation model is able to track the counterfactual dependencies
so that we can make what-if inferences about how the organization of the components
influences the behavior of the whole system (Fioretti 2012). For digital platform research,
by simulating how human agents and machine agents act and interact, and by showing
how the assumptions related to the offerings and actions make a difference, we can explain
the bottom-up process by simulating the micro-level behavior rules and the relevant
mechanisms. On the medical consultation platform, assumptions can be made regarding
when a patient will pay—for instance, payment decision can depend on the type of
disease, physician response rate, physician seniority, subscription fee, physician
assignment by the algorithm, and so on — and the patient’s characteristics (e.g.,
personality, communication style, health status) and platform rules (e.g., fixed amount of
free offerings vs. flexible free offering by physicians) should also be taken into

consideration. The parameter values and interaction rules set the foundation of a
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mechanism manifestation, and the plausibility of a mechanism is evaluated by running
the computational program several times to assess the differential impacts of parameter

inputs and the outcomes of interest.

Data-driven discovery. The third approach is inspired by the recent discussion of
bridging theory-driven and data-driven research, partially due to the increasing
availability of data and technologies that analyze and apply the massive amount of data
(Abbasi et al. 2016; Agarwal and Dhar 2014; Rai 2016). Theory-driven research suggests
that data should enter the theory construction process at the testing stage, so that
researchers can start from a research problem, construct the hypothesis, and then be
confronted with data. Data-driven research, on the other hand, begins with the actual data,
so it is the data—rather than existing theory—that provides guidance for inquiry and new
insight generation (Simon 1977). Maass et al. (2018) suggest that data-driven research
and theory-driven research can be connected through two pathways: (1) patterns can be
extracted from massive amounts of data (i.e., big data analytics) to develop or refine
domain theory through abstraction and generalization; and (2) the domain theory can be

used to identify data sources and types of analyses for further theory testing.

Both pathways are useful in conducting mechanism-based research. If the context-specific
mechanism schema is available or can be potentially synthesized from literature, the
schema can be used to determine the type of data needed (e.g., human agent action data)
as well as the analysis approach for schema discovery. Then data-driven research can be
employed to refine the initial mechanism schema. If the mechanism schema needs to be
developed from scratch, the massive amount of data available on the platform can be used
to detect an initial how-plausible schema, and more data requirements may emerge during
the schema revision process as the entities and activities become more concrete. After
multiple rounds of data pattern analysis, mechanism schema abstraction and schema
revision, a finer-grained schema (i.e., the formal theory) will emerge. This is similar to a
quantitative grounded theory approach (Glaser 2008; Walsh 2014) where explanations

emerge from data patterns.
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In our online medical consultation example, the platform hosts a massive amount of data
regarding agent characteristics, agent interactions and commitment outcomes. Even if the
“insider” data is difficult to obtain, displayed offering representation can be fetched by
web scrapping. Text-based information can be processed using natural language
processing, image data can be classified using machine learning image processing, and
patterns in the numeric information can be detected using traditional data mining
approaches or deep learning techniques if necessary. The objective is not to pursue the
precision or accuracy of data analysis, but to discover possible mechanisms that can be
further refined with a data-driven approach or other techniques such as difference-making

and agent-based simulation.

In summary, to find finer-grained how-plausibly mechanisms, we need both probabilistic
evidence (e.g., the association between the macro-level concepts such as social outcomes
of certain social institutions) and lower-level mechanism-based evidence (e.g., the
interactions between individuals) (Russo and Williamson 2007). To obtain mechanism-
based evidence, various methods are available (e.g., difference-making, simulation, data-
driven research). Combining mechanism-based thinking and statistical-based causal
modeling is expected to be useful in discriminating competing mechanisms and

identifying causality between the statistically connected explanans and explanandum.

2.6 Concluding Remarks

We propose a mechanism-based meta-schema to explain the relationships between
representations of platform offerings, user commitment, and collective outcomes. The
meta-schema decomposes the effect of a collective-level structure on individual-level
entities, in our case, the machine agents and human agents. We theorize that both social
mechanisms—which explain the actions of human agents—and computational
mechanisms—which accomplish the functions of algorithms and machine agents—
contribute to the realization of individual-level outcomes and the emergence of collective
outcomes. In turn, individual-level outcomes coalesce to collective outcomes. For human
agents, complex cognitive frames are formed from an offering’s causal capacity, which
consists of stable and dynamic attributes (M1a). These cognitive frames bring about action

in a linear or nonlinear way (M2a). For machine agents, the platform is an environment
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where the agents collect percepts and build up knowledge (M1b). The machine agents act
on the knowledge and plan to achieve functional goals (M2b). The results of agent actions
update the offering’s causal capacity by modifying the value of attributes of an offering
(M3), and the platform algorithms assess the value of such an update and modify the
display of these values (M4), which in turn influence agent perceptions of the offering.
Thus, it is the offering’s causal capacity and its dynamic update that connect the
interaction of machine agents, human agents and offering representation. Over time, some
collective outcomes at the offering or platform level may bottom out from agent action

through composition or compilation processes.

Our study makes several contributions. First, in line with Rai and colleagues (2019), we
re-conceptualize digital platforms at a collective entity where data are entered, screened,
manipulated, displayed, and used, not only by human agents but also by machine agents
and platform algorithms. Rather than ignoring or downplaying these latter entities, we
explicitly theorize the mechanisms through which machine agents and platform
algorithms, together with human agents, impact collective outcomes. These mechanisms
offer a departure from prior literature by simultaneously considering human actions and
machine actions, as well as their joint effects. Our work highlights how human actions on
digital platforms can be shaped by algorithms, as well as how the user-generated data can

be used by algorithms to exert power over future human actions (Demetis and Lee 2018).

Second, our meta-schema contributes to our understanding of digital platforms by
proposing a mechanism-based explanation as an alternative or complementary theorizing
approach to the dominant variance-based perspective. Whereas variance-based reasoning
reveals the important antecedents associated with specific outcomes, a mechanism-based
approach explicates how the outcomes are brought into effect through the manifestation
of agent-level beliefs and actions. Our seven mechanisms reveal the cogs and wheels of
how offering representation brings about user commitment and collective outcomes on

digital platforms.

Finally, our meta-schema can provide a canvas for a significant body of future research

on digital platforms. It offers a common vocabulary which forms the basis of an integrated
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understanding of the actions of machine agents, human agents, and algorithms. Our meta-
schema also offers seven important mechanisms from which future researchers can
develop their own finer-grained mechanisms for contextualized theories. Finally, we offer
three examples of how to leverage our meta-schema — through difference-making, agent
modeling, and data-driven discovery — in the hopes of mobilizing and inspiring a broad

spectrum of future digital platform researchers.
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Abstract

Online medical consultation as an emerging type of digital healthcare service has attracted
much attention in recent years. Due to the nature of online consultation for health issues,
it can be difficult for patients to accept such services and pay for them. Moreover,
healthcare resource distribution on the platform may be highly unequal, allowing patients
to be aware of only a small amount of healthcare services. Freemium, a multi-tier pricing
model combining free trials and premium services, can be a potentially useful business
model for attracting a larger user base and increasing service acceptance. However, the
best ways to promote premium payment and help the platform identify high-value services
and service providers in such a context are largely unknown. In this study, we explore the
key online medical consultation service features that are associated with premium
payment (as opposed to free-trial-only services). We use a massive dataset from an online
medical consultation platform that has already achieved some success with a freemium
model. Eight machine learning algorithms are used to cross-validate the model (based on
machine learning performance measures) and the importance of the selected features
(based on feature importance scores). The results show that, as compared to factors related
to physician reputation, service-related factors such as service delivery quality (e.g.,
consultation dialogue intensity, physician response rate), patient source (e.g., online
versus offline returning patients) and patient involvement (e.g., provide social returns,

reveal previous treatment) appear to contribute more to premium payment.

Keywords: online medical consultation, digital healthcare service, digital platform,

machine learning, classification, healthcare service quality, physician reputation
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3.1 Introduction

A new wave of healthcare digitization is underway, and digital health companies are
facing enormous opportunities and challenges to transform the healthcare industry in
various ways. In the US, the health technology sector is forecast to reach $280 billion by
2021, and virtual health is expected to be a key solution for healthcare accessibility and
long-term patient-provider collaboration (Deloitte 2019). In China, as of July 2018, the
market share for the ICT-based health services was about $4.25 billion, with expected
growth to 5.96 billion by 2019'2. A McKinsey healthcare consumer survey (2018) reports
that more than 70% of patients prefer digital healthcare solutions such as doctor search,
health metrics self-monitoring and digital appointment than in-person or phone-based
services. The increasing involvement of the private sector in recent years brings new
digital products, healthcare channels, and business models that are not only helping
organizations to be more efficient in healthcare service delivery but also influencing
individuals’ decision making and their accessibility to a broader range of healthcare

choices (Biesdorf and Niedermann 2014).

The current study focuses on an emerging type of digital healthcare service — online
medical consultation. It generally takes three forms: (1) an online community or social
media model that focuses on peer-based Q&As and healthcare information sharing (e.g.,
communities like PatientsLikeMe and MedHelp); (2) a telemedicine model where the
digital platform (as a third party) collaborates with designated healthcare professionals or
healthcare organizations to deliver paid consultation services online (e.g., OnCall); and
(3) a multi-sided market to which qualified healthcare professionals can register in order
to provide various services (e.g., Practo, DocApp, EClinic247). This study focuses on the
third form of consultation, which is delivered on multi-sided digital platforms, connecting
healthcare providers and patients (or their caregivers). Traditionally, offering such
professional services to individuals was mostly constrained by expert resources being

available at a specific geographic location — like going through a specific law firm to find

12 This market includes health portals, health ecosystems, online communities, online medical
consultations, and mobile-based services such as health information apps, mHealth devices, and drug-
choice apps. Accessed from https://www.analysys.cn/article/analysis/detail/20018737.

167



a lawyer, or hiring a registered accountant through an accounting agency. The emergence
of digital platform-based consultation is considered a promising solution to healthcare
resource shortages (especially for the remote areas) and inefficient healthcare resource
distribution (Liu et al. 2016). Various forms of online medical consultation exist, such as
Al-based chatbots (e.g., Babylon) and videoconferencing-based applications that connect
physician and patients, which are usually implemented by healthcare institutions. In the
current study, we only focus on human-delivered healthcare consultation services through

third-party multisided digital platforms.

Online medical consultation is now being offered by many healthcare professionals
around the world, and the market is projected to proliferate in the next five years
(GarnerInsights 2018). Various benefits have been suggested such as healthcare resource
accessibility, time savings for both doctors and patients, and cost savings (Chada 2017;
Greenhalgh et al. 2016; Jiang, 2019; Shaw et al. 2018). From a business perspective, the
involvement of healthcare companies and digital platforms creates an increasingly
dynamic healthcare delivery ecosystem. However, areas of concern exist which may
impede patients’ acceptance or the establishment of long-term and repetitive interaction
with the physician online. For example, clinical risk, regulatory challenges and healthcare
equality issues may raise overall concerns about this new healthcare delivery approach
(CBC 2017; Greenhalgh et al. 2016). Dissatisfaction may occur after an initial failed
experience, and the diagnoses or treatment recommendations may be made with limited
consideration of patients’ medical history (Singh et al. 2018). Not surprisingly, many of
these platforms are struggling to attract and retain patients who are willing to pay. In
addition, the online medical consultation market mostly follows the Pareto principle in
that 80% of the services are provided by 20% of the physicians on the platform (Li et al.,
2016). Consequently, healthcare service providers on the platform have the additional
challenge of standing out in a crowd of physicians who can provide comparable services

(Caoetal. 2017; Li et al. 2019a; Yang et al. 2015).
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Previous studies on online medical consultation have investigated various individual and
contextual factors associated with patient selection of physicians and payment that
contribute to a physician’s success on the platform. For example, physician reputation,
pricing, online rating and service quality perception are factors that are frequently
examined (Deng et al. 2019; Sun et al. 2019; Wu and Lu 2018). While these studies
provide useful managerial implications, they examine a small set of factors in isolation.
In addition, these studies do not take into account the specifics of the business model — an
important context that defines the value propositions and revenue generation mechanisms
of the digital platform. Understanding a patient’s service selection and payment decision
under a specific business model is important, because the business model decides the
platform’s offering distribution (e.g., who should provide what service to which patient
segment), the delivery of technological functionalities, pricing structures and more
(Chesbrough 2010). Additional research is needed to develop a more holistic
understanding of the factors that contribute to patient selection of physicians and payment,
as well as an understanding that takes into account the characteristics of the digital

platform’s business model.

As a first step, this study focuses on online medical digital platforms employing freemium
(FREE+ preMIUM), a business model with a multi-tiered pricing strategy that allows the
coexistence of free (i.e., free trials) and paid (i.e., premium) versions of goods and services
(Kumar 2014; Wagner et al. 2014). It seems to be a promising model that may help solve
practical issues currently facing the online medical consultation market, such as patient
reluctance and healthcare resource distribution inequality. Indeed, some medical
consultation platforms have implemented a freemium model and achieved success. For
example, PingAn Good Doctor won Hong Kong IPO approval in 2018 and posted a
revenue of 1.12 billion from January to June 2018, and WeDoctor, a giant platform used
by more than 2,700 hospitals in China with 160 million registered users, is valued at $5.5
billion pre-IPO".

¥ Reported by Bloomberg and Reuters: (1) https://www.bloomberg.com/news/articles/2018-07-02/a-6-
billion-china-startup-wants-to-be-the-amazon-of-health-care; (2) https://www.reuters.com/article/us-
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In other fields of online businesses, the freemium model has been adopted for digital
products such as software and music streaming (Kumar 2014). For example, as of 2017,
in-app purchase, rather than paid-download or upfront purchase, is used in 79% of the
gaming apps and 50% of the non-gaming apps in the Google Play Store (Statista 2018).
Other examples of successful online companies that employ a freemium model include
the professional networking service LinkedIn, the digital file hosting service Dropbox and
the online music streaming service Spotify. The success of various digital companies
makes freemium a promising revenue-generation strategy, especially for digital content
providers to make money from consumers who used to have a “for free” mentality
(Wagner et al. 2014). Freemium usually acts as a marketing tool to attract a large user
base and speed up product diffusion. It is especially useful for businesses providing
experience or credence goods because free trials allow consumers to directly experience
the products or services so that they can make a cost-free evaluation before purchase.
However, converting free-trial consumers to premium subscribers can be difficult, and the
free trials may cannibalize the adoption of the paid version (Bawa and Shoemaker 2004).
Not surprisingly, there are a large number of freemium businesses which become trapped

by the cost of offering free products and fail to attract enough premium payments.

Since online medical consultation is a type of online business that provides digital content,
adopting a freemium strategy may be helpful to expand a user base that is more likely to
develop a strong commitment to the platform, thus paying in future. The freemium model
makes a lot of sense in this context because many of the practical issues are largely related
to the nature of medical consultation (e.g., high patient uncertainty and lack of trust) and
governance inefficiencies such as lack of action visibility and a poor matching process
between physicians and patients (Hansen et al. 2019; Yellowlees et al. 2015). Thus, it is
difficult for a patient to accept this kind of professional service online and establish long-
term virtual collaboration. Because medical consultation is a type of credence good, and
consumer uncertainty or psychological cost can be very high (Dulleck and Kerschbamer

2006; Nelson 1970), allowing patients to explore the service for free can be a useful

china-tencent-wedoctor/tencents-wedoctor-raises-500-million-values-firm-at-3-5-billion-pre-ipo-
IdUSKBNITA0RG
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approach to alleviate these concerns. Moreover, freemium can be a potential solution to
better arrange and distribute professional resources. For example, the platform can focus
more on promoting physicians who are not popular but have attributes similar to “top”
physicians and can try to increase the awareness of their free service offerings among
patients. Consequently, patients will have more service options and select services from
a broader range of physicians due to the initial experience of free trials. This process may
partially alleviate sparse service delivery related to the 80/20 problem as well as the issue

of healthcare inequality.

Although empirical data from freemium-based platforms has been frequently used (e.g.,
Cao et al. 2017; Deng et al. 2019; Guo et al. 2017), to date few studies have explicitly
acknowledged the freemium model when investigating online medical consultation (Liu
et al. 2018 is one notable exception). In addition, previous freemium literature may not
fully apply, given the unique characteristics of online medical consultation as a
knowledge-intensive and highly specialized type of service. More research is needed to
understand important service features that contribute to patient selection of physicians and

payment by taking into account the nature of the freemium business model.

The objective of this study is to investigate this research need. Although factors such as
patients’ economic condition, trust in the platform and previous experience may be
important predictors of premium payment, we specifically focus on service features that
are visible on the platform. These transparent and visible features are one way that
platform design and service delivery representation on the platform may potentially
influence payment decisions. A better understanding of these visible service features on
the platform should also help online medical service providers and platform
administrators better understand and exploit their increasingly diverse service data.

Accordingly, we ask the following three research questions:

(1) What are the observable features of online medical consultation services
(specifically, characteristics of physicians and their interaction with patients which
are visible on the platform) that are associated with patient payment, as opposed

to free-trial-only appointments, in a freemium-based model?
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(2) What is the relative importance of these features?

(3) How do these features interact, linearly or non-linearly, in relation to premium

payment?

Our study contributes to online medical consultation by developing a holistic model with
a system of service-related features in order to help the platform target high-value service
providers (i.e., physicians in our context) and the type of services that attract premium
payment. Effectively managing high-value service providers is essential for platform
governance, and appropriate measures should be taken to identify them as early as
possible and facilitate their retention on the platform (Voigt and Hinz 2016). In addition,
since one of the social benefits of promoting digitally delivered medical services is
increasing healthcare resource accessibility and equality, a better understanding online
medical consultation services, especially those observable features of physicians and their
interaction with patients, can help guide more efficient distribution and use of healthcare
resources on the platform. In short, understanding the key service features of successful
premium services can help the platform better manage its service focus and revenue

generation mechanisms.

Methodologically, whereas previous research on online medical consultation almost
exclusively used regression-based analysis, we adopt a machine learning approach to
mine the massive consumer data. Although predictive modeling based on regression is
useful to formalize statistical relationships between linearly arranged factors, the analysis
relies on many data distribution assumptions, and only a limited number of independent
variables can be included in the system to generate an isolated and linear prediction.
Contrarily, we use a machine learning (ML) approach to investigate the usefulness of a
bag of service features as a system of inputs (RQ1), and examine the relative importance
of these features that may predict the outcome without too much constraint caused by data
distribution or linear functions (RQ2 and RQ3). Since platform-based businesses are
increasingly overwhelmed by a massive amount of fine-grained consumer behavior data

with a high number of dimensions, a ML approach is especially useful in helping them to
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fully mine their service and consumer data to make better managerial decisions in a more

holistic manner (Martens et al. 2016).

Our study will also contribute to the freemium literature. First, existing freemium
literature on digital businesses almost exclusively focuses on public information goods
such as mobile apps, software and music streaming. Public information goods are
characterized by a substantial sunk cost to produce, yet almost negligible marginal cost
for distribution (Shapiro and Varian 1998). However, private information goods that have
non-negligible marginal cost have rarely been investigated. Online medical consultation
is a type of private information good since the physicians need to provide highly
personalized services with a certain level of quality for both free and paid versions,
leading to relatively high marginal cost (Ozdemir 2007). Thus, previous literature on
freemium may not fully cover the unique characteristics of digital healthcare delivery and
the online consultation market, and our study will provide additional insights that

complement those previous findings.

Second, existing freemium literature generally focuses on understanding freemium as a
business model itself (e.g., cost and revenue structure), explaining consumers’ willingness
to pay, or improving freemium outcomes by designing better products or services (e.g.,
optimizing price or quality levels). Seldom did previous studies focus on service providers
as a key component of the freemium model. Even for the mobile app market that
frequently adopts a freemium strategy (a typical multisided market), previous research
generally focuses on the product itself. However, in the context of online medical
consultation, physicians as service providers are critical stakeholders in the digital
ecosystem, as they execute the freemium services and generate revenue for the platform.
When the services or products are provided on multisided platforms, service providers
face fierce competition, as consumers can easily switch to other comparable service
providers on the same platform. Thus, the multisided platform-based market is very
different from single-sided digital businesses (e.g., proprietary software providers), and
both the demand- and supply-side economies of scale are important. Our understanding
of how service-related features influence the success of a freemium business is still

limited. This study will provide initial evidence on how various service features are
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associated with premium payment (one important driver of physician and platform

success) under a freemium business model.

In the following sections, we briefly introduce the characteristics of a freemium business
model and the related literature on premium payment, especially in the context of online
medical consultation. Then we describe our empirical setting and methodology for data
analysis (e.g., machine learning procedures and algorithm selection). The results are

presented in section 3.4, followed by discussion and conclusion.

3.2 Literature Review: Freemium Model and Premium Payment

Since this study is at the intersection of two streams of research, in the following section,
we review online medical consultation literature to identify the variables that has been
investigated to predict patients’ service selection and payment, and freemium literature to
understand the key mechanisms for explaining premium payment. Both literatures may
be helpful to explain patients’ payment in the context of online medical consultation on

platforms using a freemium business model.

3.2.1 Patients’ Selection and Payment in Online Medical Consultation

As has been discussed, online medical consultation may take various forms, ranging from
online healthcare communities (which are usually free) to telemedicine (consulting with
a designated physician through secured communication tools). Patients’ acceptance of the
service, satisfaction, and engagement are frequently examined topics in these contexts
(e.g., Callahan et al. 1998; Dick et al. 1999; Jin et al. 2016; Maloney-Krichmar and Preece
2005; Misra et al. 2008; Miiller et al. 2016; Song et al. 2015). These previous efforts may
provide useful insights on patients’ decisions regarding the selection and payment of a
digitally delivered healthcare service. However, our focus is an emerging business model
of online medical consultation on a multisided digital platform which is significantly
different from Q&A communities or telemedicine, therefore requiring a closer

examination of the influencing factors pertinent to the context.

Existing studies on patient’s service selection and payment decision in online medical

consultation are conducted mainly in a Chinese context, using the data from two major
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platforms (see Table 3.1). This is possible due to the popularity of such services in China
and the accessibility of the data that is publicly available. Although both platforms employ
a freemium strategy, only one study incorporated freemium elements in their research
model, examining the impacts of free service offerings on physician revenue (Liu et al.
2018). Other studies generally treated free and paid service offerings (or appointments)
as identical, or only look at the paid services. Patients” selection or payment outcomes are
often measured by the total number of patient appointments or physicians’ economic

return.

Table 3.1 Studies on Patient Selection of Physicians or Payment in Online Medical

Consultation

- Method
Study Explanatory Variables QOutcomes Theory (platform)
Cao et al. Service quality (# of existing New patients’ Elaboration Linear
(2017) patients); eWOM (Vote, star) consulting likelihood regression
intention perspective (Haodf)
Deng et al. | Physician online efforts; Patients’ choice of | Social Linear
(2019) Physician reputation physicians exchange regression
theory (Haodf)
Guo et al. Physician’s status capital (title, Physician's online | Social Linear
(2017) hospital, city); Physician's economic return exchange regression
decisional capital (# of services, theory (Haodf)
frequency of service)
Guo et al. Doctor-patient interaction Physician’s online | Social capital SEM
(2018) (strong tie, weak tie) economic return and social ties | (Haodf)
Lietal Physician’s online knowledge Physician’s online | Signaling Linear
(2019a) contribution; Physician's online income Theory regression
reputation; Physician's offline (Haodf)
status
Lietal. Physician's online reputation; Market Information Linear
(20186) Physician's online self- concentration asymmetry regression
representation (sales & sales theory (Haodf)
rank)
Lietal. Physician's online rating; Number of Explanation Linear
(2019b) Physician's online activeness; patients registered | drawn on regression
Physician seniority for a physician’s service quality | (Haodf)
service
Liu et al. Amount of free services; Price; Physician’'s Elaboration Linear
(2018) Physician's platform experience; | revenue Likelihood regression
Title Model; Social (Haodf)
Comparison
Theory
Liu et al. Physician's online reputation; Amount of online Signaling Linear
(2016) Physician’s offline reputation; service Theory regression
Hospital's online & offline appointments (Guahao)
reputation
Lu and Wu | Online review (perceived Patients Explanation Linear
(2016) treatment outcome & perceived appointment totals | drawn on regression
physician attitude); Disease risk service quality | (Guahao)
Wu and Leader capital; Medical team Medical team Transactive Linear
Deng specification and credibility; order quantity memory regression
(2019) Team collaboration perspective (Haodf)
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Table 3.1 Studies on Patient Selection of Physicians or Payment in Online Medical

Consultation

: Method
Study Explanatory Variables Outcomes Theory (platform)
Yang et al. | Virtual gift & thank-you letter Number of Signaling Linear
(2015) System-generated physician patients who theory regression
contribution value consulted a (Haodf)
physician
Yang and Virtual gift (as paid feedback) Number of Signaling Linear
Zhang Thank-you letter (as free patients who theory; Self- regression
(2019) feedback) consulted a determination (Haodf)
physician theory
Yang et al. | Previous consultation Patients’ Interpersonal Logistic
(2019) experience (response time, continuous trust regression
depth interaction, service consultation development (Haodf)
content) decision perspective
Yu et al. Physician credibility; Physician’s online | N/A Poisson
(2017) Competition (location, group workload regression
size); Endorsement (contribution (Haodf)
score, popularity, profile)

Two types of influencing factors are frequently examined — physician characteristics and
patients’ feedback. Since medical consultation is highly professional, credibility (or
trustworthiness) is needed for physicians to attract patients and reduce their concerns for
service quality. Thus, physician reputation — both online and offline — is the most
frequently examined physician characteristic as the key antecedent of patient selection of
physicians and payment (Liu et al.,2016). A physician’s affiliation, seniority and location
are usually used as proxies for reputation, which provide indicators of service quality and
physician trustworthiness (Guo et al. 2017; Li etal. 2019a; Liu et al. 2018; Yu et al. 2017).
Physicians’ knowledge contribution (voluntary healthcare information contribution on the
platform which is not relevant to the service) is another physician characteristic that has
been examined to indicate a physician’s self-representation online (Li et al. 2016; Li et al.

2019a; Yang et al. 2015).

Patient feedback, on the other hand, is the evaluation and e-word-of-mouth by previous
patients on a physician’s service quality or attitude, which is often measured by ratings,
stars, reviews, and the amount of virtual gifts (Cao et al. 2017; Lu and Wu 2016; Yang
and Zhang 2019). This kind of feedback mechanism is supported by the digital platform
functionalities by which patients can express their opinions after the service and make

them visible to other people. Previous patients’ feedback may serve as endorsement
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signals and provides opportunities for future patients to learn about the service quality

before the payment and actual service consumption.

Although less frequently examined, patient-physician interaction seems to be a promising
influencing factor as well. As per social exchange theory, the theoretical lens that has been
used by several previous studies, the depth of interaction and physician activeness (e.g.,
the amount of service or the frequency of service) are important capitals that indicate the
ability and willingness of a physician to provide high-quality service (Guo et al. 2017,
Guo et al. 2018; Li et al. 2019b; Yang et al. 2019).

In summary, existing research on online medical consultation focuses on limited types of
factors that may contribute to patients’ service selection and payment. These factors
provide isolated explanations, so the business or service providers may have difficulties
building a system of service-related features to predict payment. In addition, all of these
studies follow a linear regression approach to investigate statistical relationships, which
limits their ability to uncover complex dynamics between service features and outcomes.
New methods are needed to complement existing research to explain and predict the
designated outcome by considering service characteristics with a high number of

dimensions.

3.2.2 Freemium Business Model and Premium Conversion

In this study, we aim to highlight the role of the freemium model in which patients have
the option to stop further consultation after using up the free trials. Previous studies on
freemium and related business models, such as sampling and versioning, provide useful
insights regarding promoting payments and converting freebie consumers into premium
subscribers. Herein, we review the key mechanisms and explanations that have been
discussed in the relevant literature to inform the understanding of online medical

consultation payment under a freemium business model.

Proposed by Wilson (2006), freemium has become an increasingly popular business
model for online businesses to attract more users and generate revenue. Businesses that
adopt a freemium model usually provide a free trial of the product or service (e.g., limited

quantity, functionality, time of use, or add disturbances like advertisement), with the
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expectation of persuading consumers to pay for the advanced version with more features,
unlimited use, or disturbance removal (Liu et al., 2014). Although free-trial consumers do
not directly generate revenue, they can add value by attracting traffic and creating network
externality (i.e., a product or service becomes more valuable when more users adopt it),
thereby influencing subsequent consumer valuation and speeding up the product or
service diffusion process (Gallaugher and Wang 1999; Jiang and Sarkar 2009). Thus,
better leveraging the impacts made by free-trial consumers is critical to ensure sustainable

revenue generation for a platform.

Bawa and Shoemaker (2004) summarized three types of direct impacts on follow-on sales
that come from offering free trials. First, it might create an expansion effect, where
offering free trials attracts new consumers who would not pay if there were no trials of
the product. Second, an acceleration effect may occur where consumers pay for the
product sooner than they would have if there were no free trials. Third, it might trigger a
cannibalization effect where the offering of free trials may reduce the number of
consumers who would have been willing to pay (e.g., unsatisfied trial experiencg, the
fulfillment of the needs or no further service is needed). The first two are positive
reinforcement, whereas the third has a negative influence. The net impact of offering free
trials on subsequent premium purchases depends on the relative magnitude of these three
mechanisms over time, and previous studies have reported that, in practice, a moderate
conversion rate of 2% to 5% is considered sufficient to make up for the lack of profit from
the non-paying consumers (Huang 2016; Kumar 2014). However, to the best of our

knowledge, this has not been examined in the context of online medical consultation.

3.2.3  Freemium, Sampling and Versioning: How Free Trials Influence Premium
Payment

Although there are limited previous studies on freemium-related issues in the context of
online medical consultation, we can still draw implications from three closely relevant
fields of research — sampling in marketing, versioning in IS and management and
interdisciplinary research of freemium for digital businesses — to understand how offering
free trials may influence patients’ premium payment in online medical consultation. The

comparisons between the three, as well as the common mechanisms that may influence
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payment, are presented in Table 3.2. These common mechanisms are a post-hoc
categorization to show different types of explanation that were studied in the literature

and are not meant to be an exhaustive or mutually exclusive list.

Sampling, versioning and freemium are similar in the sense that they are all multi-tiered
pricing models with multiple segments of consumers (Huang 2016; Lyons et al. 2012).
The close relationship between the three research areas is also indicated by the labeling
of free parts in a freemium model as free samples or free versions. To differentiate, we
use free trials versus premium for freemium research, free samples for sampling research

and low-end version versus high-end version for versioning literature.
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Table 3.2 Comparison between Sampling, Version and Freemium and Mechanisms

Contributing to Payment

Sampling Versioning Freemium
Similarities . MuIt!-t:ered pricing
e Multiple segments of consumers
Marketing IS & Management Interdisciplinary
Research field (perishable goods) (digital products) (digital businesses in
general)
Introducing and Consumer Scale up user base
promoting new segmentation through | without expending
General Purposes products vertically costly resources on
differentiated product | a traditional sales
quality force.
Fabél d in this stud Free samples vs. Low-end version vs. Free trials vs.
Abeigliee y regular product high-end version premium

Mechanisms Contributing to Payment with Study Examples

Consumer awareness and | Heiman et al. (2001) Kannan and Kopalle Liu et al. (2014)
Ienarnti_ng t[ccmsume(;s ;;ay Lammers (1991) (2001) Nan et al. (2018)
atiention 1o the proaucts, Dey et al. (2013
remember their consumption Park et al. (1987) y ( )
experience and are
motivated to consume the
product again in future]

Heiman et al. (2001) Bhargava & Foubert &Gijsbrechts
Consumer 'valua_ti_on Lee-Wingate & Choudhary (2008) (2016)
[Sansufoere gaanifive Corfman (2010) Dey & Lahiri (2016) | Wagner et al. (2013)
evaluation that estimates the : :
value or worth of the Shampanier et al. Niemand et al.
products] (2007) (2015)

Nieman et al. (2019)

Product quality Anselmsson et al. Shivendu & Zhang Hamari et al. (2017)
[consumers’ perceived (2007) (2015) Nieman et al. (2019)
quality or the actual quality Sprott and Shimp Raghunathan (2000) | Nan et al. (2018)
of the product] (2004)

Park et al. (1987) Oestreicher-Singer &
Consumer involvement Zalmanson (2013)

[the degree to which a
consumer is engaged with a
product or service]

Foubert &Gijsbrechts
(20186)

Datta et al. (2015)

As a marketing tool, offering free samples has been used a traditional strategy for new
product introduction and promotion, with the expectation of facilitating immediate future
purchase (Jain et al. 1995; Lammers 1991; Pawar et al. 2016). Versioning, on the other
hand, is a popular strategy for promoting digital products such as software and mobile
apps. The product or service under a versioning strategy is usually designed with

vertically differentiated quality; thereby the business can segment consumers by
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considering preference heterogeneity, consumer self-selection and marginal costs
(Bhargava and Choudhary 2008; Wei and Nault 2013; Wu and Chen 2008). Similarly, by
allowing the coexistence of free and paid services or products, freemium enables the
business to scale up consumer base without spending costly marketing effort (e.g.,

advertisement or marketing campaigns) on traditional sales forces (Kumar 2014).

We can observe several common and interrelated mechanisms in these three streams of
research regarding how free products or services (or low-end versions) contribute to future
sales. First, there may be a learning effect — offering freebies (or low-end versions) may
increase awareness of the product in a highly competitive market and allow consumers to
memorize their experience and create dependence on the product, which will further
generate impacts on sales (Shapiro and Varian 1998). During the free sample
consumption, consumers will learn from the experience and accumulate goodwill in the
long run (Heiman et al. 2001). Thus, free sampling can be considered as a reinforcement
vehicle that helps consumers make direct associations between the product and payment
(Lammers 1991). The repetition of consuming free samples will help consumers establish
a behavioral script to routinize payment (Park et al. 1987). Versioning literature has
similar findings. Creating multiple versions of a product with different pricing tiers has
impacts on consumer learning in that they may update expectations for future purchase
by incorporating their experience of consuming the lower-end versions (Kannan and
Kopalle 2001). Furthermore, when consumers’ learning rate is high, a time-locked
versioning strategy (e.g., free trials with a limited time) is considered to be optimal (Dey
et al. 2013). Similarly, the free trials in a freemium model have been found to increase
awareness of the product and provide opportunities for direct experience and learning (Liu

et al. 2014; Nan et al. 2018).

In addition to the learning effect, offering freebies or low-end versions contributes to
consumer valuation (i.e., consumers’ cognitive evaluation that estimates the value or
worth of the products or services), which may further facilitate sales. After consuming the
free samples, the consumer may valuate the practical or utility value of the free product,
form attitudes and perceptions, thus being more likely to pay in the future (Lee-Wingate

and Corfman 2010; Wagner et al. 2013). Moreover, a free sample may bring consumers’
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attention to the positive cues related to consumption (e.g., good taste of food, the
usefulness of a skincare product) and form goodwill after a positive consumption
experience, thus increasing potential consumers’ willingness to pay (Heiman et al. 2001).
For versioning, although not all versioning strategy involves a free-tier product (e.g., a
basic paid version to upgrade, low price individual edition vs. expansive enterprise
edition), consumer valuation has also been found to play an important role. For example,
Bhargava and Choudhary’s (2008) study shows that for a monopoly firm that offers
information goods with negligible variable costs, the choice of optimal versioning for
business profitability depends on consumers’ relative valuation of low and high-end
versions. As consumers update their valuation and perceived fit after experiencing the
low-end version, they may want more of the product capability and pay for the high-end
version (Dey and Lahiri 2016).

The source for user valuation can be diverse. For example, in comparison with accepting
a single paid version directly, consumers may perceive fewer sacrifices and more benefits
when free trials are available (Niemand et al. 2015). Such a sacrifice-benefit evaluation
may be derived from various mechanisms, such as the zero-price effect of the free-trials
(i.e., consumers perceive free offerings as having irrationally higher value due to multiple
psychological effects such as increased liking, motivation and sense of control,
Shampanier et al. 2007), price-quality inference of the product (e.g., the expensive product
should have higher quality, Niemand et al. 2019), or the functional fit between free and
paid versions (i.e., the perceived similarity between free and paid services induces positive
attitude toward the premium, Wagner et al. 2014). In addition, free trials may indirectly
influence consumer valuation and payment through word-of-mouth. People who have
tried the products may spread product-related reviews which influence other potential
premium consumers’ valuation of the product and adoption decisions (Foubert and

Gijsbrechts 2016).

The third key mechanism is product quality, which may overlap with consumer valuation
when consumers’ perceived quality is the focus of study. Many consumers associate price
with quality (Zeithaml 1988). Consequently, if consumers are not satisfied with the

quality of the free-tier product (or low-end version) and thereby infer the quality of the
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paid or high-end version, they are less likely to pay due to this perceived lack of quality
(Niemand et al. 2019). Previous studies in versioning have found that the driver for
consumers adopting high-end versions is usually the limited utility of the low-end version,
such as inconvenience and lack of required functionalities (Shivendu and Zhang 2015).
Nan et al. (2018) have found that for the information goods market with a piracy concern,
consumers’ perception of the premium quality (versus their quality perception of the
pirated version and the free version) influences the demand of premium. Not surprisingly,
consumers’ perceived quality of the premium service, such as reliability and
responsiveness, is the key determining factor that contributes to retention and payment
(Hamari et al. 2017). In addition to consumers’ perceived quality, offering in-store free
samples is generally considered as an opportunity in marketing to show the brand’s
quality, thus motivating purchase (Anselmsson et al. 2007; Sprott and Shimp 2004).
Similarly, for products that are easily substituted by new competitors, multiple versions

are helpful to clearly differentiate the uniqueness and quality (Raghunathan 2000).

The last mechanism, which is also often discussed in freemium literature, is consumer
involvement (i.e., the degree to which a consumer is engaged with a product or service).
Higher involvement with the product, even with free samples, has been suggested to be
associated with various behavioral and cognitive factors, such as active information
search and loyalty, which influences payment (Park et al. 1987). In general, consumers
with more intensive involvement will become committed sooner and therefore will pay
for the premium sooner, since they have invested more time and effort (Oestreicher-Singer
and Zalmanson 2013). Involvement in the form of intensive free trial usage also facilitates
consumer learning so that potential quality change between the product tiers is taken into
consideration when making a payment decision, which reduces the sense of uncertainty
(Foubert and Gijsbrechts 2016). More usage is also associated with consumers’ value
perception of the service or product. The previous study has found that although the
average perceived value of free-trial consumers is lower than that of those who did not
use the free option, free-trial consumers are more responsive to usage rates, such that the
impacts of usage on retention is higher for those who experienced free trials (Datta et al.

2015).
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In summary, when the consumers are able to test the quality or usefulness of the product
freely, they will learn from their trial period and, if the trial experience is positive (e.g.,
they form positive attitudes, perceive high quality or value), will accumulate goodwill
toward the product. Providing multi-tiered products, including free trials as the base
version, can be a useful tool to exploit different groups of consumers’ willingness to pay
(Cox 2017). However, the effects of these approaches (including freemium) on promoting
payment for information goods (e.g., online consultation service) can vary depending on

when, where and under what condition it is offered (Chandukala et al. 2017),

Our focus on online medical consultation as a digital healthcare service is different from
the existing multi-tier pricing literature in four ways. First, the sampling literature
generally focuses on the in-store promotion of perishable goods that are usually restricted
by time and location. However, online medical consultation is a type of information good
with different distribution patterns (e.g., distributed online, without the time and location
constraints, may differ in both quantity and quality), so offering free trials in such a

context may yield different impacts on consumer experiences and perceptions.

Second, online medical consultation is a type of private information good, which is
different from the frequently examined public information goods in the versioning
literature. Public information goods such as software and mobile apps have substantial
sunk cost to produce but negligible marginal cost for distribution, whereas online medical
consultation as a private information good has non-negligible marginal cost due to its
highly personalized nature (Ozdemir 2007). Because of such non-negligible costs for
physicians, offering too many free trials may reduce their service quality of both free and

paid consultations.

In addition, the quality differentiation assumption of versioning may not be fully
applicable because the nature of healthcare service requires that physicians keep a certain
level of quality (e.g., the ethical standards according to the Hippocratic Oath). In other
words, providing a low-quality free software may not cause harm, but an incorrect free

medical diagnosis and treatment plan can be harmful.
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Lastly, many previous versioning studies follow a monopoly assumption where the
market is characterized by one dominant provider (e.g., Bhargava and Choudhary, 2008),
whereas we focus on a multi-sided platform on which consumers can easily switch to
alternative service providers on the platform with comparable expertise and service
quality (although a switch cost may exist). A freemium pricing structure on a multi-sided
platform adds complexity to patients’ decision making, and previous findings in
versioning and sampling literature may not fully cover the unique characteristics of this

emerging phenomenon.

In summary, a patient may experience reluctance due to various factors such as
information asymmetry, lack of domain knowledge and difficulties in evaluating service
quality (Abu-Salim et al. 2017; El-Manstrly 2016; Rose and Samouel 2009). Providing
initial free services can be a useful strategy to attract those who are hesitant to adopt
premium services online. If patients can form a positive attitude through trials (i.e., service
valuation), they are more likely to pay for the premium (Huang & Korfiatis 2015). This
positive attitude formation may be influenced by the awareness of physicians, patients’
involvement during the service, and service quality as indicated by physicians’ activities

and their online and offline reputation (e.g., physician response, previous offline service).

3.3 Methodology

To examine the key service features that may contribute to premium payment, we use a
machine learning approach to explore the associations and predictive power of various
consultation service-related features regarding service awareness, patients’ involvement,
service valuation and service quality. Whereas previous studies in similar contexts
generally used a linear regression-based approach, the ML approach is particularly useful
in our context due to its ability to mine massive fine-grained behavior data (Martens et al.
2016), and it allows the embedding of previous insights (i.e., literature-based feature
selection and model building) into versatile data mining processes and cross-validation of
the predictive model (Kitchens et al. 2018). The various classifiers following different
ML philosophies for a binary classification problem provide complementary views of

how the model with our selected features can help us understand premium payment.
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3.3.1 Empirical Setting and Data Collection

Our empirical setting is a multisided online medical consultation platform based in China.
It is one of the largest medical platforms and has attracted more than half a million
physicians from over 9,400 hospitals to set up their profiles and provide consultation
services on the platform. As of 2018, more than 50 million patients uploaded healthcare
records to seek medical consultation services. The platform follows a freemium model
under which a patient can gain up to three sessions of free consultations (i.e., three free
trials) with one particular physician through two channels: either have previous offline
hospital visit experience with the same physician (i.e., returning patients) or allow the
platform to assign a physician when the patient initiates the consultation (i.e., assigned
patients). Patients have to pay for the premium under two conditions: (1) he/she used up
the three free trials with a particular physician and wants additional service from that
physician; (2) he/she selects a physician when initiating the consultation without any
previous offline visits. In this latter case, the patients may or may not have experienced
free services from other physicians. Switch costs exist when a patient changes a physician
in order to get more free consultations, which includes extra time and effort to report
healthcare history, describe symptoms, establish a relationship with the new physician,
and learn a new collaboration style. The free service is based on asynchronous picture-
and-text communication, which allows a physician to significantly delay giving a
response when busy. Premium packages are diverse and are supported by more
synchronous communication such as instant messages and phone calls with various time
combinations (e.g., unlimited messages within 48 hours, monthly subscription, 15-minute

phone call).

We collected consultation records between patient-physician pairs that cover a period of
twelve years (from when the platform launched in August 2006 to August 2018). To keep
the data collection and cleaning to a manageable size, we only collected data from the
three departments that have received the most visits'* (i.e., Pediatrics, Gynecology,

Dermatology) across six geographic areas — three areas with the richest healthcare

' According to the Healthpoint 2017 Industry Report: http://www.healthpoint.cn/article detail/57925
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resources (Beijing municipality, Guangdong province, Zhejiang province) and three
remote areas with the fewest healthcare resources (Shanxi province, Tibet province,
Qinghai province)'”. For these departments and areas on the platform, all patient-
physician consultation records during this time period were collected, resulting in more
than 6.8 million records from 7,727 unique physicians'®. The number of consultation
records for our dataset by month is shown in Figure 3.1. We observed that the amount of
consultation service offerings significantly increased after 2009, possibly due to the
maturity of the platform or industry. To avoid systematic differences, we excluded the

records before January 1, 2009 (N=17,397).

200709 700801 200308 200004 200812 209007  20M4) 00N 201285 01302 201308 201405 200412 01506 2064 WEN DT 280 19130
Date

Figure 3.1 Number of Consultation Records by Month

In our data, each record is a consultation history which includes picture-and-text based
dialogues and service purchase records between patient / and physician ;j (see an example
screenshot in Figure 3.2). As mentioned, certain patients have free trials on the platform.

One free trial includes one conversation between the patient and the physician. One

15 These areas are selected according to the healthcare resource measures in the 2017 Yearbook of Health
(i.e., the number of IITA hospitals and the number of certified physicians per province or municipality).
These areas cover approximately 16.62% of the whole population in China.

'¢ There is no unique identifier for patients available. Thus, we do not know the total number of unique
patients in our dataset, but each record represents the whole consultation history of a unique patient-
physician pair.
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complete conversation is one turn by the patient (which can include multiple posts)
followed by one turn by the physician (which can also include multiple posts). At the time
of our data collection, the website provides visible tags to indicate whether the record
includes payment (see Figure 3.3). In addition to the basic freemium rules mentioned
above, a physician may give a patient additional free consultation (in most cases, one or
two free trials), but the platform does not encourage this practice and the physician needs
to apply so that the platform gives the additional free services. Also, some premium
services do not provide a tag (e.g., family doctor package) and some are set as “private”,
thereby no payment tag is provided. Thus, to avoid categorizing a record under the wrong
type (i.e., free-trial vs. paid), any record that do not include a clear payment tag on the
platform is removed from our dataset. We only include the following four types of tags
which include most types of short-term paid services — 48-hour unlimited text & picture
consultation, one-time phone-based consultation, one-question-and-one-answer, and
check-in'”. Each record can have more than one tag. The first three tags indicate payment,
and the “check-in” tag indicates the free services when a returning patient had a previous
offline consultation with the physician. Given these freemium rules and this tag system,

Table 3.3 presents different types of patient-physician relationships.

'7 Other types of tags include private (for particular dialogues), thank-you letter, and virtual gift.
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Consultation history between patient j and physician j
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Figure 3.2 A Screenshot of Consultation History between Patient i and Physician j
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Table 3.3 Types of Patients and Services

Free-trial-only

With premium subscription

(i.e., the physician is assigned by the
platform) when he/she initiates the
consultation, the patient enjoys three
initial free trials.

These patients may have tried the free
service from other physicians and
switched to the current one or may be
new to the platform.

Identification: No “check-in” tag/

No “payment” tag/ Turns of
conversation less than four*

Have an (1) Returning patients (2) Returning patients who pay for the
offline Al offline return patients can enjoy three | @nline premium service
relationship free trials with the same physician who | If a returning patient wants to continue the
gave them offline services. service with a particular physician after
These patients usually use this using up the free trials, he/she has to pay
opportunity to clarify the unsolved for the premium.
issues during their offline hospital visit Identification: With a “check-in" tag/ With
or for follow-ups at least one “payment” tag
Identification: With a "check-in” tag/
No “payment” tag
No offline (3) Platform-assigned patients (4) Online patients who pay for the
relationship If a patient does not select a physician | R[€mium service

Two types of patients exist:

1. The patient who did not select the
physician and used up the free trials must
pay if he/she wants to obtain further services
from that physician.

2. A patient who selects the physician has
to pay (no free trials) when he/she initiates
the consultation.

Identification: No “check-in" tag/
With at least one “payment” tag

* Some physicians may decide to give extra free consultations (beyond three) to certain patients. These extra
free consultations are not indicated by a tag on the system. To ensure that these special cases (which cannot
be consistently identified) are removed from our data, all type 3 services (Platform-assigned patients) who
had four or more free consultations were removed from the dataset.

3.3.2 Key Predictive Features

Inspired by previous research on sampling, versioning and freemium, we extracted
consultation record features that are potentially related to the interrelated mechanisms
highlighted in the literature review section. These features are all displayed on the
platform and are visible by platform users (e.g., visitors, patients, physicians), thus
allowing potential patient learning and valuation prior to the actual consumption of the
consultation service. Since the number of physicians available on the platform is very
high, we expect service awareness to be related to physician online and offline reputation
— the more prestigious the physician, the more likely patients will be aware of them. We
expect physicians’ affiliations (e.g., from top hospitals or remote “unknown™ hospitals)
and titles (e.g., senior chief physician vs. junior associates) to serve as proxies for offline
reputation. We extracted a physician’s affiliated hospital ranking, hospital location,

department and seniority (as represented by the title). For online reputation, we extracted
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a physician’s online tenure and service intensity. These features may be also associated
with service quality, since they reflect a physician’s credibility or trustworthiness. We
expect that those from good hospitals and longer tenure on the platform with more patients

per month will be perceived as more credible. The definitions and coding are presented in

Table 3.4.

Table 3.4 Key Predictive Features and Coding Description

Feature

Description

Physician-related

Hospital ranking

[Ranking1] Equals 1 if IA or IB hospital, 0 otherwise
[Ranking 2] Equals 1 if IlA or IIB hospital, 0 otherwise

Physician
seniority

[Title1] Equals 1 if chief physician, 0 otherwise
[Title2] Equals 1 if associate chief physician, 0 otherwise

Hospital location

[Loc] Equals 1 if healthcare resource-rich areas, 0 otherwise

Physician tenure

[Tenure] The number of months the physician has been registered on the platform

Service intensity

[Intensity] The average number of patients served per month during the physician’'s
tenure (=total patients served / Tenure)

Patient-related

Previous formal

(a function provided by the platform allowing patients to reveal their medical status)

examination Status 1: the patient reveals that he/she has had no formal healthcare examination
before the online consultation.
Status 2: the patient reveals that he/she has had a formal healthcare examination
before the online consultation.
Status 3: the patient chooses to set their previous examination history as private (i.e.,
the detailed consultation information is hidden and not directly visible by other
patients)
(coded into dummies)
[PriorExam] Equals 1 if none, 0 otherwise
[Private] Equals 1 if set as private, 0 otherwise
Offline [Offline] Equals 1 if the patient used the “check-in" function when he/she initiated the
connection consultation, which indicates a previous offline connection with the physician.

Service-related

Service duration

[Duration] Number of days between the initial post and last post of patient /s
interaction with physician j

Total dialogue

[TotalD] Total number of posts within patient 7's interaction with physician j

Patient posts

[PatientP] Number of posts initiated by patient / within that patient’s interaction with
physician j

Physician posts

[PhysicianP] Number of posts initiated by physician j within patient /'s interaction with
physician j

Response rate

[Response] the rate of response of a physician (= PhysicianP/ TotalP)

Question
frequency

[Question_frq] The average number of posts by the patient per day during patient /'s
interaction with physician j (=PatientP/ Duration)

191




Table 3.4 Key Predictive Features and Coding Description

Feature Description
Answer [Answer_frq] The average number of answers (including notifications and reminders)
frequency by the physician per day during patient /s interaction with physician j

(=PhysicianP/Duration)

Social return [Social] Equals 1 if patient / gave any virtual gift to physician j at any time during
patient /'s interaction with physician j

Note: The labels in square brackets are the variable names.

For service quality and patient involvement, we also consider online and offline patient-
provider interactions. For some patients, online consultation is an extension of their
offline hospital visits, so taking into account the offline relationships between patients and
providers may help explain why some groups of patients pay while others do not. We
consider whether a patient has previously had a formal medical examination for their
current issues (not necessarily with a physician on the platform). We also consider
whether a patient has had a previous offline examination with this physician from the
platform. The former feature is useful in that it indicates whether official healthcare
records are available. Therefore, the patient knows more precisely the service he/she is
seeking. The offline connection, on the other hand, indicates whether a relationship has

been already developed prior to the online consultation.

The abovementioned features are defined before the online consultation and can therefore
serve as predictors of premium payment, whereas online interaction develops during the
consultation. Although reverse causality issues may exist (thus they cannot be claimed as
predicting factors), the association between online service quality-related characteristics
and premium payment can still inform physicians and the platform on how to improve
their service attractiveness. We consider both patient involvement (i.e., number of patient
posts and question frequency) and physician response (i.e., number of physician posts and
answer frequency). The associated service duration and the total dialogue are also
extracted since they reflect service efficiency. Social return (i.e., virtual rewards for
physicians such as a thank-you letter and virtual gifts) is also extracted as another aspect
of involvement since it reflects non-monetary commitment, which may develop into

monetary commitment (i.e., premium payment).



3.3.3 Qutcome and Machine Learning (ML) Tasks

Our focal outcome is whether or not a consultation includes premium payment. A
consultation record may include multiple premium payments, but at the current stage, we
do not consider intensity or type of payment. Accordingly, the objective of our machine
learning task is to solve a binary classification problem — classifying consultation history
records into free trials only (labeled as free) or those including some type of premium

payment (labeled as paid).

3.3.4  Analysis Steps

The key analysis steps are presented in Figure 3.4 and Table 3.5 below. After data
extraction based on the features outlined above, initial cleaning and screening procedures
are conducted to ensure the quality of data input. This includes transforming the data (i.e.,
string data, non-English characters, non-compatibly formatted data) into the right
representations (e.g., extracting numeric values, turn strings into appropriate categorical
data, dummy variable coding, new variable calculation). Records with too many missing
values are deleted (since our sample size is large enough to be representative), and outliers
(mainly due to errors in the scraping process) are removed using 95% quantile as the
threshold.
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Table 3.5 Explanation of Methodological Steps

Methodological Steps Purposes

Data extraction Extract appropriate variables from the scraped dataset based on the key
(Literature-based feature | predictive features discussed above.

selection)

Data cleaning and Transform the raw data into appropriate data representations to ensure the
screening quality of inputs and outcome. This process includes:

- Extract numeric value from string format data
Transform categorical data into dummies

- Remove records with missing values

- Detect and remove outliers

- Prepare the outcome variable: turn string format tags into a
categorical variable

Data-driven feature Dimension reduction: retain the most useful information to generate a
selection parsimonious prediction model that can achieve good classification
performance. Decision Tree algorithm is used. Dimension reduction
techniques include:

- Low variance filtering

- High correlation filtering

- Backward feature elimination

- Forward feature construction

Model training and Execute the training and validation tasks in loops to optimize the

validation hyperparameters, find the model parameters and compare the performance
of different ML algorithms. The following steps are executed iteratively in
loops.

Classification algorithm | A variety of common algorithms are used to ensure the accessibility of our

selection | approach. We applied Naive Bayes, Decision Tree, MLP Neural Network,
Logistic Regression, Random Forest, AdaBoost, Gradient Boosting and
XGBoost to represent different machine learning philosophies for
classification problems.

Hyperparameter tuning & | Determine the optimal setting of the ML algorithm in order to achieve better

model training | performance during model training and prediction. To account for the
overfitting issue, we used a 10-fold cross-validation approach (i.e., iteratively
train the selected nine sub-sets and then evaluate on the 10™).

Model validation | Test the model (the feature configurations) by predicting the payment
outcomes in the validation set.

Model evaluation The performance of the predictive models with the best hyperparameters is
evaluated based on commonly accepted metrics: recall, specificity, precision,
F-measure, accuracy, balanced accuracy, AUC of ROC and Cohen'’s kappa.

Next, identifying the right features to use is the key challenge for effective ML
classification — it is an essential step in retaining useful features and thus improves
computation efficiency without over sacrificing classification task performance. Although
we expect all the features listed in Table 3.4 to be useful, some of them may have low

explanatory value and high multicollinearity, rendering them less useful. To make the
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model more parsimonious, we follow Silipo et al.’s (2015) approach'® and run four tests
— low variance filtering, high correlation filtering, backward feature selection, and
forward feature selection — to eliminate less useful features before formal model building.
The first two are filter approaches in which the features are evaluated based on data
characteristics (i.e., variance and correlation), and the last two are wrapper approaches,
which use ML algorithms and statistical re-sampling techniques to decide the importance
of the features (Yu and Liu 2003). The objective of this procedure is to find suitable
features that are highly correlated with the outcome but ideally uncorrelated with each
other (Hall 2000). We use a decision tree classifier, which is a classic ML algorithm for
feature selection (Dash and Liu 1997). Since the objective at this stage is not to assess or
improve classification performance but to find a baseline for model training and selection,

we do not perform hyperparameter tuning at this stage.

Model training and validation is the core of our analysis. This includes three nested tasks:
hyperparameter optimization, model training and testing. In addition to the three basic
algorithms used in feature selection, six additional algorithms that are suitable for
classification problem are used (see Table 3.6). These algorithms differ in their
classification approaches and required data distribution. For example, Naive Bayes is a
generative approach that learns the joint probability distribution p(x,y) and then uses
Bayes’ rule to calculate p(y|x), whereas the others are discriminative approaches that learn
the conditional probability distribution p(y|x) directly. MLP neural network and Logistic
Regression are parametric approaches that make prior assumptions on data distribution
and the form of mapping functions (e.g., a linear function with a fixed number of
parameters), whereas the others are non-parametric, so the complexity of the model may
grow as more training data is input into the system. Comparing to these algorithms, the
random forest and boosted trees are ensemble learning approaches (i.e., using multiple
classifiers in the system). However, they differ in learning approaches (i.e., bagging vs.

boosting), and AdaBoosting and Gradient Boosting (also XGBoost) differ in boosting

'* Silipo et al. (2015) suggested seven techniques, and we did not use the missing value, PCA and random
forest-tree approaches because (1) we have already eliminated records with missing value before the
analysis, (2) PCA transforms the data into orthogonal components which are feature combinations that are
difficult to interpret, and (3) random forest is one of the main algorithms for full model analysis.
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approaches (i.e., focus on data distribution vs. residuals). These differences reflect

different ML logic and decision boundary detection approaches (Murphy 2012).

Table 3.6 Machine Learning Algorithm Comparison

ML Classifier | Classification

Algorithm | System Approach Parametric Explanation

Use Bayes' theorem to model the
distribution of input features and

Nave Single Generative Yes calculate the posterior probability of the
Bayes (NB) .
hypothesis. The features are assumed
to be independent.
Decision : — Find the decision boundary by bisecting
tree (DT) Gingle Ehactiginalve No the space into hyper-rectangles.
Mapping the input features to output
MLP neural classes by composing simpler data
network Single Discriminative Yes representations (i.e., creating hidden
(NN) layers that extract abstract information
from the visible input layer).
Logistic Find a single line decision boundary
regression Single Discriminative Yes (linear or not linear) using Sigmoid
(LR) function.
Decision tree + Bagging:
' Trees are grown in parallel by randomly
Random Multiple . No selecting samples (bootstrapping) with a

forest (RF) (bagging) subset of features that can give the best
split on the training data. Predictions are
aggregated from these sub-models.

Decision tree + Boosting:

Bootstrap data and grow trees
AdaBoost Multiple o sequentially by iteratively updating data
tree (ADA) (boosting) Discriminative No distribution with upweighted previously
misclassified data (i.e., previously
misclassified observations are more
likely to appear in the next bootstrap)

Decision tree + Boosting:
Instead of updating the data distribution

Gradient ; to highlight the misclassified
Multiple o o o A : :
Boost tree 5 Discriminative No observations, gradient boosting
(boosting) ;
(GB) approach focuses on the residuals and

uses a gradient descent method to
minimize the loss function.

Gradient boosting technique being
XGBoost Multiple Discriminative No optimized for speed and performance
tree (XG) (boosting) (i.e., apply penalties when updating
trees and residuals).

These ML algorithms are classic and common approaches that are available in multiple
data analytics platforms and packages (e.g., R, Python libraries, SAS, RapidMiner). This

ensures the accessibility of our approach and prediction model to general data consumers
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(Kumar et al. 2018; Lukyanenko et al. 2019). Using multiple ML algorithms also help to
cross-validate the model performance and to provide implications on feature importance

and feature configurations.

Depending on the ML algorithm, different sets of hyperparameters need to be configured
to ensure that the algorithm reaches its best classification performance. Hyperparameters
are external to the model and need to be decided upon first so that they can be used later
during model parameter estimation (i.e., model parameters are learned from data, whereas
hyperparameters are tuned by researchers). Searching for the optimal hyperparameter
value is a process of trial-and-error, depending on the dataset (although sometimes rules-
of-thumb may be applied). The hyperparameter optimization process (or called model
tuning) is integrated with model training and validation in which we use a k-fold cross-
validation approach'” (we set k=10) to partition and train the subsets of the sample. We
then compare all of the models and use the best hyperparameters for training and
validating the full data set. Compared to traditional percentage-based one-time
partitioning (e.g., 80%-20% partition), k-fold cross-validation is suggested to be a better
approach to avoid overfitting because the classifier under a one-time partitioning is more

likely to be tuned to fit particular sample characteristics (Cooil et al. 1987; Cui et al. 2008).

The results of the classification are evaluated with commonly accepted performance
metrics (Abbasi and Chen 2008; Batista et al. 2004; Kumar et al. 2018; Larsen and Bong
2016; Sokolova and Lapalme 2009). In addition to traditional measures such as precision,
recall, F-measure, and area under the ROC curve (AUC), we also report balanced
accuracy and Cohen’s kappa since they are considered to be better performance measures
for imbalanced data (Brodersen et al. 2010; Garcia et al. 2009; Jeni et al. 2013; Jiao and

Du 2016; Powers 2011). An explanation of each measure is presented in Table 3.7.

' K-fold cross-validation provides a low-bias model selection solution by randomly partitioning the
sample into k equal-size disjoint subsets, using (k-1) subsets as the training data and then making a
prediction on the remaining subset. The process is repeated k times; thus, all data are used for both
training and testing without using replacement, which is different from other sample construction
selection approaches such as percentage-based partitioning and bootstrapping.
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Table 3.7 Evaluation Measures and Explanation

Measure Calculation Explanation

The positive predictive value (also called purity). It shows
Precision TP /(TP + FP) the percentage of samples correctly labeled as positive
(i.e., paid) out of all predicted positive.

The true positive rate (also called sensitivity). It shows the
Recall TP /(TP + FN) percentage of samples correctly labeled as positive out of
all true positives.

The true negative rate (also called selectivity). It shows the
Specificity TN /(TN + FP) percentage of samples correctly labeled as negative out of
all true negatives (i.e., free).

2* Precision * Recall The harmonic mean of precision and recall. It is useful for
F-measure = unbalanced data since it takes into account the cost of both
Precision + Recall false negatives and false positives.
Balanced The average of recall and specificity. It combines correctly

(Recall + Specificity)/2

accuracy predicted positives and correctly predicted negatives.
Observed accuracy — It measures the agreement between algorithm-predicted
Cohen'’s expected accuracy classification and true classification, ranging from -1
kappa (completely disagree) through O (random) to 1 (perfect
1- Expected accuracy agreement).
Area under P (X+>X) AUC represents the probability that the ML model ranks a
the ROC X+ the score of a random true positive sample more highly than a random

curve (AUC) | random positive sample true negative sample (i.e., true positive rate vs. false
positive rate). The closer to 1, the better the prediction.

X-: the score of arandom | A\)c=1 means 100% true positive and 0% false positive.

negative sample
Note. TP — true positive; FP — false positive; FN — false negative; TN — true negative.

3.4 Results

3.4.1 Descriptive Characteristics of the Study Sample

After excluding the samples with unqualified tags (N=3,843,049), too many missing
values (N=84,582) and outliers (N=674,767), 1,582,564 qualified records remain for
further analysis. Among these records, 1,089,662 are free-trial-only, whereas 492,902
involve at least one premium payment. When performing ML tasks, an unbalanced dataset
may be considered a limitation in that the minor class may not be learned adequately by
the algorithm since it will get more experience from the majority class. However, since
our sample size is large enough, and the unbalance rate is not particularly high
(approximately 1:2.2), the small proportion of records with payment should not cause
severe problems. In addition, remedies such as boosting, bagging and repeated resampling
techniques are implemented in several ML classifiers to cross-validate the results.

Performance measures that are less sensitive to unbalanced data are also used in addition
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to the traditional measures (He and Garcia 2008)*°. Table 3.8 presents the summary

statistics of the preprocessed data and features.

Table 3.8 Summary Statistics of the Observable Features

Mean (SD) Min — Max
All Free-only Paid p-value* All Free-only Paid

Physician-related
Hospital ranking 1 (gg;z) (gggg) (ggg?) 1.336 0-1 0-1 0-1
Hospital ranking 2 (g?ig) (g?gg) (3?13) <0.001 0-1 0-1 0-1
Physician title 1 (gjjgg) (g:jgg) (g'_igg) <0001 | 0-1 0-1 0-1
Physician title 2 (g:igg) (gziﬁ) (g:igl) <0.001 | 0-1 0-1 0-1
Hospital location (81335) (g:ggg) (g:?gf) <0.001 | 0-1 0-1 0-1
B D T e
R— 54089 | 52423 | 57772 | _o .. | 0.008— | 0.008— | 0.008-

(48.951) | (47.949) | (50.904) 207.062 | 207.062 | 207.062
Patient-related
PriorExam &5‘13897) (09'20;38) (g:jgg) <0001 | 0-1 0-1 0-1
Private (8:%;) (g:gfg) (gjgg;') <0001 | 0-1 0-1 0-1
Offline connection (8::;3) (gzggg) (gﬁg?) <0.001 | 0-1 0-1 0-1
Service-related
)| ovaorn) | 190.328) | zossey | 09" | azer | 14297 | gy
Total dialogue 6399 | ooe) | (obny | 0001 | 1-35 | 1-31 | 1-35
Patient posts oion) | aosn | @ioqy | 0001 [ 1-28 | 1-28 | 1-28
Physician posts o778 | i 1 (22'%6; <0001 | 0-7 | 0-3 | 0-7
Response rate o163 | ©158) | ©173) | %1 | o575 | 0-075 | %7
Question frequency (1 lgg) (1 ggg) (?g?,?) <0.001 0-55 0-55 0-55
Answer frequency | 0258 | %4 0299 | ©001 [0-125] 0-1 [o-125

0179 | 04179 0.178

Social return

(0.383) | (0.383) | (0.383) | 063 | 0-1 | 0-1 | 0-1
*Mean difference between free and paid. Levene’s test indicates that the variances are not equal
between free-trial-only and paid groups across all variables.

20 Although we expected that unbalanced data would not influence the results, we perform four additional
analyses with balanced data to verify the robustness of our results (presented in section 3.4.6).
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3.4.2 Feature Selection

Before performing the feature selection procedure, we train and validate the data with
decision tree algorithm using a 10-fold cross-validation approach with all the features.
The purpose is to set the baseline level for classification performance so that we can
compare the performance of various dimension reduction approaches and balance the
feature retention options. The decision tree algorithm reaches a balanced accuracy of
95.9% (F-measure=0.965, Recall= 0.959, Precision= 0.971).

Then we run the models iteratively with four feature selection techniques. First,
dimensions with very low variance (i.e., almost a constant value) can be eliminated since
they contain little information to discriminate the classes. To find the optimal threshold
for elimination, we apply the decision tree algorithm in loops*' with 10-fold cross-
validation, and the threshold that can maximize the balanced accuracy score is selected
for deciding the feature retention. As shown in Table 3.9, a variance of 2% is considered
as a low-bound threshold, and if dimension reduction is executed based on this threshold,
after eliminating the low variance features, the classification (balanced) accuracy can
reach 97.85%.

Second, highly correlated dimensions can be eliminated since they contain similar
information. Thus, removing one of the two highly correlated dimensions can simplify
the input space without sacrificing the predictive power for the future. Pairs of correlations
are calculated after variable normalization since the calculation of the correlation
coefficient largely depends on the data range, and one of the two highly correlated
dimensions is eliminated if it goes above the correlation threshold. Similar to the
identification of low variance threshold, the optimal correlation threshold is decided by
running a loop of training and validation tests with three algorithms to achieve the highest
classification accuracy. The correlation matrix is presented in Appendix C - Table C.1.

The optimal threshold for dimension reduction decided by the algorithm is 0.3. Five

21 First, the variance of each dimension is calculated based on normalized data. Then, low variance
dimensions are filtered out in the subsequent training and validation tasks using a Decision Tree
algorithm. Such screening process is running in a loop by setting the threshold values from 0.01 to 0.1
with incremental increase of 0.01 every time when a training and validation algorithm is applied.
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features are retained (see Table 3.9) based on this threshold, which can yield a balanced
accuracy level of 78.1% in the classification task on the original data based on the
Decision Tree algorithm. However, the algorithm-decided feature retention may be too
strict, resulting in too much information lost (i.e., only the most parsimonious solution is
given). Thus, we try a manual procedure in order to retain more feature information. We
manually select features with low correlations (below 0.3) based on the correlation table
and input them all together into the training model. Ten features were used which can

yield a balanced accuracy of 97.86%.

Third, backward feature elimination removes one input feature at one time during the
training and validation loop, and each feature removal should minimize the increase of
error rate in the classification performance. When setting the expected accuracy threshold
for feature retaining at 96% (the baseline balanced accuracy for decision tree algorithms),
five features are retained as the most parsimonious solution?? that yields a 97.8% balanced

accuracy.

Fourth, contrary to the backward approach, forward feature selection starts from inputting
one feature and adds one new feature at a time in the iterations to obtain the best
classification accuracy. Similar to the backward approach, when we set the target
accuracy threshold at 96%, four features are selected as the most parsimonious solution.

The prediction on the validation set yields a 97.8% balanced accuracy level as well.

The four approaches listed above did not give us consistent feature selection results, which
is within our expectation because they follow different philosophies to reduce the
dimension. Since forward and backward approaches gave us the most parsimonious
solutions — adding peripheral features will not reduce the model’s prediction performance
— we decide to retain additional features that are selected by both low variance filtering
and one of the high correlation filtering approaches. Consequently, in response to our first
research question regarding which observable features of online medical consultation

services are associated with patient payment, our feature selection analysis suggests that

* Multiple combinations of the features can yield similar expected prediction accuracy, and we only
report the simplest combination here.
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the key observable features are: ranking 2, title 1, PriorExam, private, offline connection,

total dialogue, patient posts, response rate, question frequency, answer frequency, and

social return. These features are used as the inputs in the analyses which follow.

Table 3.9 Feature Selection Results

Low High £l Backward Forward
Variance correlation correlgtlon feature feature
: : filtering e s
filtering filtering elimination elimination
(manual)
Hospital ranking 1 v
Hospital ranking 2 v v v
Physician title 1 v J Y
Physician title 2 v
Hospital location v
Physician tenure J
(month)
Service intensity v
PriorExam J J
Private v v v v v
Offline connection v v v v
Service duration (day) J
Total dialogue v v
Patient posts J v v v
Physician posts v
Response rate J V J
Question frequency v J
Answer frequency V N
Social return J v J v
Balanced accuracy
(Decision tree with 10- 97.85% 78.13% 97.86% 97.8% 97.8%
fold cross validation)
Threshold 0.02 (loops) 0.3 (loops) 0.3 (once) - -

3.4.3 Hyperparameter Tuning

The optimal value of hyperparameters is decided through a cross-validation process. This
involves several subjective decisions and trial-and-error. For example, hyperparameters
for a decision tree may involve the maximum depth of a tree, the minimum sample size
of a node, the minimum sample size of a leaf, and the maximum number of features
included for a split (Shafer et al. 1996), whereas hyperparameters for an XGBoost tree
may involve learning rate, the minimum sum of weight of samples in a node, maximum

tree depth, maximum number of leaves, minimum loss reduction, maximum delta step,



the fraction of samples to be included in a tree, regularization term, and more®’. Besides
the number of possible hyperparameters, the range of hyperparameters is uncertain — some
are bounded between 0 and 1, whereas others may have infinite possibilities. Trying each
combination of the hyperparameters is computationally inefficient (and not necessary).
The result of hyperparameter tuning presented in Appendix C (Table C2) is the best
outcome of multiple trials of model cross-validation under a balanced accuracy (i.e., the
arithmetic mean of sensitivity and specificity) maximization strategy with different
configurations of hyperparameters and ranges. Default values of the hyperparameters that
are not tuned are also presented in Table C2. Although the current configuration cannot
guarantee that the model prediction results are the global optimal solutions, all model
confusion matrices gave acceptable results (i.e., higher than the baseline before feature

selection and tuning).

3.4.4 Model Performance

ML model performance reflects the extent to which the system of features as a whole is
useful to classify the paid and fiee services. The results of ML models as measured by
seven performance measures are presented in Table 3.10, which reflects model
performance from different aspects (e.g., correctly assign the paid services with a paid
label vs. the probability that a ML classifier will successfully classify a case in the right
class). Except for the Naive Bayes and Neural Network approaches, all other algorithms
performed well and are comparable with each other (i.e., each approach shows the best
performance in some of the measures). Since we have an imbalanced dataset (i.e., the
number of free are larger than the number of paid), AUC, F-measure, balanced accuracy
and Cohen’s kappa are more unbiased and informative than other measures.
Consequently, decision tree, gradient boost tree, and XG boost tree have the best overall
performance. Although random forest, Adaboost and logistic regression achieve relatively
lower scores, all measures are good enough to show the usefulness of the model. For the
Neural Network algorithm, since we lack computational power to perform

hyperparameter tuning, it is within expectation that a model with one hidden layer and up

** A full list of parameters can be found in XGBoost guide:
https://xgboost.readthedocs.io/en/latest/parameter.html
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to 10 hidden neurons per layer does not perform well. These less-optimal results highlight

the importance of model tuning for machine learning-based research.

Most models achieve an AUC above 0.95 (except for Naive Bayes and Adaboost),
suggesting excellent classification performance of the eleven features we have selected.
It should be noted that logistic regression achieves an AUC of 1, which might be
considered as the best performing method. However, logistic regression may be biased
when the number of features is very small compared to the number of observations
(Kumar et al. 2018). Overall, our predictive model with 11 selected features exhibits

significant performance in classifying free-only services versus premium services, and the

performance is consistent across different prediction methods.

Table 3.10 Classification Performance Comparison of Eight ML Algorithms

LR DT GB RF | ADA | XG NB NN
Recall 0.851 | 0949 | 0952 | 0908 | 0950 | 0947 | 0535 | 0983
Precision 0.896 | 0989 | 0988 | 0984 | 0.980 | 0989 | 0803 | 0323
Specificity 0956 | 0995 | 0995 | 0993 | 0991 | 0995 | 0941 | 0070
F-measure 0873 | 0969 | 0970 | 0944 | 0965 | 0968 | 0643 | 0.487
Sg(';irr‘;gf 0903 | 0972 | 0973 | 0951 | 0971 | 0971 | 0738 | 0527
AUC 1000 | 0988 | 1000 | 0988 | 0942 | 0992 | 0882 | 0662
Cohen'skappa | 0.818 | 0955 | 0956 | 0921 | 0949 | 0953 | 0524 | 0034

3.4.5 Interpreting Key Feature Rankings

Besides the overall performance of the feature bundles, feature importance is another
useful tool to help physicians and the platform identify high-value consultation services.
Not all ML algorithms provide importance indicators for each feature since the general
purpose of ML is to estimate (learn) the mapping function from a bag of inputs to the
output, so that we can apply the learned function to new cases in the future to make
predictions. Herein, we only report the results from the four ML algorithms that provide

some types of feature importance indicator.

Logistic regression and decision-tree algorithms are transparent in how a single feature

influences the outcome. Gradient boost and random forest are decision-tree-based

205



algorithms and provide feature importance indices** based on feature selection frequency
as a decision node. Comparing the results from regression and tree-based analysis can
provide complementary insights regarding how features combine to influence premium
payment prediction. Table 3.11 presents the relative importance of features (ranked by the
coefficient size for logistic regression, the level of split for the decision tree, and feature
importance percentage for gradient boost tree and random forest). Whereas logistic
regression shows the magnitude and direction of linear impacts, tree-based algorithms

show the nested hierarchy of features, which is a type of non-linear relationship®.

Table 3.11 Key Features Listed in Descending Order of Importance

LR DT GB RF

(coefficient) (level of tree splits) | (importance%) (importance %)

1 Response rate Offline connection Total Dialogue Offline connection
(-13.89**%) (1) (30%) (24%)

p | Offecomeston | Sodaretum | Offinecomecton | - prieyam (20t
3 | Social return (-3.11***) Total dialogue (2) Res‘;gg;; | Total dialogue (18%)
4 Patient posts (-2.63***) Private (3) Social return (8%) | Response rate (17%)
5 Total dialogue (2.47***) Response rate (3) Private (6%) Patient post (9%)
6 PriorExam (1.70**%) PriorExam (4) Patient posts Social return (7%)
7 Private (-0.99***) Answer_frq (4) PriorExam Private
8 Ranking 2 (-0.305***) Patient posts (6) Answer_frq Answer_frq
9 Answer_frq (-0.14***) Question_frg (6) Question_frg Question_frg
10 Question_frq (-0.13***) Ranking 2 (8) Title1 Title1
11 Title1 (-0.089***) Title 1 (9) Ranking2 Ranking2

Note. LR-logistic regression. Coefficients are shown in the brackets. DT — (simple) decision tree. The
numbers in the brackets show the highest level of tree splits; GB- gradient boosted tree. The numbers in the
brackets show the percentage feature importance (only those above 5% are shown); RF — random forest
(only those above 5% are shown). The numbers in the brackets show the percentage feature importance.

In answer to research question two on the relative important of these features, in general,
the four algorithms yield relatively consistent results in the top-ranked and lower-ranked

features, whereas the ones in the middle are fuzzier. Offline connection, response rate,

* The explanation of feature importance calculation can be found in Friedman (2001), section 8.1.

% Note that a regularization procedure is applied to logistic regression. Thus, the large weight coefficients
are penalized to avoid overfitting and to improve the generalization performance of the model.

206



social return, total dialogue, diagnoses from a prior exam and private status consistently
rank high across four ML algorithms, whereas physician title, question frequency, and the

second-tiered hospital ranking are consistently ranked low.

To address the third research question, we examine how these features interact in relation
to patient payment. While using multiple ML approaches was useful for cross-validating
the importance ranking of individual features, a tree structure is more appropriate for
examining and interpreting the interactions between features because it explicitly displays
the feature hierarchies and classification outcomes at each tree split. Thus, we address
research question three using the tree structure provided in the Decision Tree algorithm.
Figure 3.5 presents one randomly selected tree from one of the 10-fold cross-validation
processes, and Table 3.12 describes the configuration of the top three level splits as well
as our interpretation of the top feature configurations®. Top feature configurations are
those that appear in the top three levels of the tree structure and for which one group’s
(free versus paid) cases account for a high enough percentage of the outcome to be useful
for prediction. It should be noted that whereas coefficients for a regression suggest a
symmetric and linear effect of independent variables (i.e., the features) on the dependent
variable (e.g., the higher the total dialogue, the higher the probability of paying), the splits
of a decision tree are hierarchically ranked which implies prior conditions for the impacts
— for example, high total dialogue is the key feature that contributes to payment for offline
returning patients, not online patients; for online patients, high total dialogue is useful for

those who provided virtual gifts [social return].

Table 3.12 Decision Tree-Based Configuration of Feature Contributions

Top Feature Configurations Dominant outcome Our interpretation of the
feature configurations

Offline Free (84.2%) Type 1- These configurations

suggest a simple type of follow-
Offiine AND low total dialogue Free (963%) | opaorvice rooulting from

Offline AND low total dialogue AND low Free (99%) previous offline diagnoses
response rate

6 Note that the results for the other nine decision trees displayed similar structures including: the same
four features always appear in the first four levels (even if the level on which they appear does change),
the trees have similar depths (all between nine and eleven levels), and at the fourth level the number of
records in each node are comparable.
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Table 3.12 Decision Tree-Based Configuration of Feature Contributions

Offline AND high total dialogue AND high
response rate

Paid (100%)

Type 2- This configuration
suggests a complex service
extension from the previous
offline diagnoses which requires
intensive patient-provider
interaction

Non-offline AND no social return

Paid (83.9%)

Non-offline AND no social return AND non-
private

Paid (97.6%)

Type 3- These configurations
suggest the patient has no
offline connection with the
physician but is paying premium
for the online consultation rather
than using an social return to
show gratitude

Non-offline AND social return AND low total
dialogue

Free (91.3%)

Type 4- This configuration
suggests the patient has no
offline connection with the
physician, has a less intensive
online consultation experience,
and offers a social returns as
compensation instead of
payment

Non-offine AND social return AND high
total dialogue

Paid (71.6%)

Type 5- This configuration
suggests the patient has no
offline connection with the
physician and engages in an
intensive online interaction,
providing both payment and a
social return as compensation

Note. The sequence of features represents hierarchies in the tree. Only the top 4 levels are shown in the
table and figure. Since free cases account for about 70% at baseline, we consider 80% as the threshold for
a dominant free outcome and 70% as the threshold for a dominant paid outcome at the tree splits.
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Figure 3.5 An Example of Decision Tree from One Round of 10-Fold Cross-Validation




From the top feature configurations listed above, we can observe that patients who have
previous offline consultations with the physician are less likely to pay for premium
service. This is different from our expectation. It is possible that these patients tend to
take free opportunities to clarify the simple unsolved issues after their offline visits, as
indicated by increasing the proportion of free services in the presence of low total
dialogues and low response rate from the physicians (type 1). However, if complex issues
emerge, they may still prefer to return to the offline healthcare channel rather than pay for

premium service.

A second type of returning patients (type 2) may have complex issues and decide to stay
online and pay. This represents a complex service extension which requires intensive
patient-physician interaction. These returning patients with complex issues may
communicate more and expect fast physician responses (type 2). Thus, those returning
patients who frequently communicate with the physicians (probably due to the complexity
of the issue) and receive intensive responses are associated with high probability of
payment. This seems to indicate that one potential differentiator between returning
patients who decide to pay on the platform is the level of detail in the interaction and the

speed of physician response.

For online patients who have no prior connection with the physician, those who do not
provide social returns (e.g., thank-you letters and virtual gifts) seem more likely to pay
(69.5% paid consultations, type 3). There may be a psychological compensation effect
(Béckman and Dixon 1992) where giving virtual gifts substitutes for the actual payment
and balances the sense of “guilt” after receiving free services. However, in cases where
the service between patients and physicians with no offline connection is intense (i.e.,
large amount of dialogue), patients provide both virtual gifts and premium payment to

show their appreciation (type 4 verses type 5).

The high-level presence of private in one of the tree branches deserves more attention.
One of the major reasons that patients do not use online healthcare service is privacy
concerns (Angst and Agarwal 2009; Bansal and Gefen 2010). Privacy represents a

function provided by the platform which allows patients to set their dialogues as private
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so they cannot be viewed by other people. Patients who enable this function may have a
higher privacy concern than those who do not. While the physician can still see health
information about the patient, they cannot see the patient’s previous consultations with
other physicians on the platform. This may limit the information available to the physician
and decrease the usefulness of their diagnosis and recommendation. Since online medical
consultation inevitably requires patients to reveal sensitive health-related information,
patients who have high privacy concerns may not be deeply involved in the online
consultation and may receive less useful diagnosis, thus are less likely to pay after the

nitial free interactions.

It is important to note that there two features that do not appear in the top three levels of
the tree structure, but which are consistently highly ranked by the ML algorithms. Based
on logistic regression, PriorExam has positive impacts on payments, and two of the other
ML algorithms rank this feature highly as well. It is possible that some patients use the
platform to look for a second opinion from a different physician. If patients are seeking a
second opinion (rather than looking for initial treatments or diagnoses), the convergence
or divergence of the two opinions may influence the payment decision. It may be an
opportunity for the platform to provide supportive IT functionalities that intervene in the
opinion comparison process. In addition, results from logistic regression and random
forest also rank the number of patient posts as an important predictor. This is in line with
the highly ranked total dialogues (i.e., patients posts are part of total dialogue), which
implies that the patient involvement during the consultation is an important factor in

getting paid.

Surprisingly, physicians’ offline reputation, such as title and the affiliated hospital
ranking, does not rank highly in the ML algorithms and does not appear in the top three
levels of the tree structure. These physician offline reputation features are frequently
employed by previous studies in similar contexts. Although our logistic regression results
exhibit significant coefficients for these offline reputation features, in the tree structure
they only play a role in combination with other features in the lower levels. Thus, our
results show that the regression approach may not be the best method to detect the impacts

of various predictors and may yield over-simplified interpretation — regression only shows
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a linear additive relationship and excludes collinearity, whereas in reality, complex

interactions and equifinality may play significant roles.

In summary, the source of patients (offline returning or online directly) seems to be a key
differentiator for payment, which may be due to the different motivations and service
requirements inherent in these two types of patients. In line with previous studies,
physicians’ offline reputation (e.g., title and affiliation) is a key predictor. However, our
results show that it is not as important as patient-physician interaction (e.g., total
dialogues, response rate, patient posts). Privacy setting and social return, two features

pertaining to the platform functionality, play important roles as well.

3.4.6 Machine Learning Model Verification

In the previous subsections, we have tested the model using multiple classifiers and the
10-fold cross-validation technique to evaluate its classification performance. In order to
ensure that the data was representative of the population on the online medical
consultation platform, we attempted to minimize human input into the selection process.
However, there are some particularities of our data that could lead these results to be
biased toward certain outcomes. Thus, to guarantee the robustness of the model, we
perform several additional tests to verify the impacts of potential variation sources. The
purpose of model verification, as opposed to model testing, is to see if the ML model will

behave consistently under different circumstances. We focus on four aspects:

(1) Perturbance due to imbalanced data: In our dataset, there are significantly more
free trial patients than paying patients. When training with an imbalanced dataset, the
standard ML classifiers are often more sensitive to detecting the majority class patterns,
thus increasing the possibility that the minority cases are misclassified and raising a type
II error (Lopez et al. 2013). In practice, incorrectly categorizing a potential premium
subscriber to the free-trial-only consumer group may cost more for the business to
establish a long-term consumer relationship. In our major analysis, we used widely
discussed remedy techniques such as boosting, bagging and repeated random resampling,
and less biased measures to evaluate the performance (He and Garcia 2008; Khalilia et al.

2011). Although the imbalance level in our dataset is not high (approximately 1:2.2), to
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examine whether our classification based on imbalanced data suffered from a type Il error,
we re-run the analysis using an under-sampling technique (i.e., reduce the number of free

trial patients to balance the groups) to verify the impacts of such perturbance.

(2) Geographic differences (i.e., areas with rich healthcare resources versus areas with
few resources): Allowing patients from remote areas to access to high-quality healthcare
resources without traveling far is one of the advantages of digital healthcare service
delivery. Although online patients can select their healthcare service provider without
considering the geographic constraints, many patients would still choose a physician near
them, so that if offline diagnoses or treatments are needed, they can easily transfer to an
accessible hospital. Considering the possible systematic differences between healthcare
resource-rich areas and the remote areas with few resources, we compare and verify our

model by splitting the dataset based on service providers’ location.

(3) The rapid growth period: From Figure 3.1 (the trend diagram) we can observe that
in addition to 2009, there is a second rapid growth period after 2015. National policies
and the increased acceptance of online medical consultation by the general population
may facilitate such growth. Considering the potential systematic differences in consumer
behaviors before and after, we perform additional analysis with balanced four-year data
(2015 to 2018) to examine whether the model performance is significantly influenced by

these unknown market- or national-level disturbances.

(4) Outliers: Fraudulent cases may impact the performance of an ML system, and many
ML algorithms are sensitive to outliers. For example, logistic regression can be easily
impacted by extreme cases in the training data, and AdaBoost may increase the weights
of misclassified outliers. In the main analysis, we exclude many outliers using a 95%
quantile as a threshold, and the results show that the model performs well in a “normal”
situation. To examine whether our model is robust under those extreme or even fraudulent
cases (due to web scraping errors), we perform additional analysis with a balanced dataset,

including randomly selected outliers.

The detailed results of these ML model verification are presented in Appendix D. The

results of four analyses indicate that our model is robust to sample distribution (e.g.,
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imbalances, classes and outliers) and potential systematic differences (e.g., geographic
location and market changes), as indicated by minor changes in the model performance
measures. Moreover, although the specific feature ranking may change, the overall trends
remain the same — offline connection, service intensity and patient involvement features

are ranked highly, whereas physician offline reputation is ranked relatively low.

3.5 Discussion

The freemium business model is a potentially useful strategy for attracting patients who
are reluctant to pay for digital healthcare services. In this study, we focus on online
medical consultation, a type of emerging digital healthcare service that has received much
attention in recent years. Our objective is to understand the observable features of online
medical consultation services that may contribute to premium payment so that the
business can identify high-value services and take actions to better manage service
providers and their offerings. We started with a feature selection procedure to ensure the
relative parsimony of our model. Eight algorithms that represent different ML
philosophies are used to cross-validate the predictive power of the model. As an initial
study using machine learning approaches to identify key service-related features and to
make predictions, we do not aim to incrementally improve prediction accuracy by
engineering the features or developing new algorithms. Rather, our goal is to minimize
overfitting and develop a generalizable predictive model that both has sufficient
explanatory power and succinct enough that it can be used by general data consumers,
such as medical consultation platforms and service providers. Thus, we use classic ML

algorithms and try to be transparent in model tuning and cross-validation procedures.

3.5.1 Principle Findings

After the data-driven feature selection with 18 initial service features, we identified 11
important ones that can cover multiple aspects of online consultation while keeping the
analytical model relatively parsimonious. The high performance across the ML
algorithms (except for the Naive Bayes and the Neural Network) demonstrates that our

I1-feature model is a useful predictive tool. The platform or service providers can
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leverage these service features to better manage healthcare resources and service delivery
efforts (RQT1).

In terms of feature importance (RQ2 and RQ3), our results show that although physician
reputation is important, service quality and patient involvement appear to contribute more
to premium payment. We further identified five subgroups of patient-provider
relationships based on the decision tree structure. The feature configurations show how
patient characteristics, service involvement by both physicians and patients, and physician
characteristics interact to result in different payment outcomes. These configurations
highlight offline connection as a key differentiator for premium payment versus free-trial
only services. In addition, responsive interactions that encourage multiple timely

responses by patients seem to facilitate payment.

3.5.2 Comparison with Prior Work

As has been discussed, previous studies have identified various antecedents of payment
in the context of online medical consultation. The majority of service features included in
our predictive model were examined in existing research, while several new features
specific to this type of platform were also investigated. As opposed to previous work
which highlights the important role of physician reputation such as indicated by title and
affiliation (e.g., Deng et al. 2019; Guo et al. 2017; Li et al. 2019a), the feature ranking in
our model emphasized the more important role of patient source and patient-provider
interactions during the service as key drivers of payment. According to existing freemium
research, it is likely that patients experience different stages of awareness and learning
during the phases of physician selection, free service and paid service (Liu et al. 2014).
Whereas physician reputation may increase patients’ initial service awareness and
influence physician selection, it seems that direct positive service experience (i.e., service

quality and intensive involvement) ensures further commitment.

In contrast to previous results which show the positive influence of social ties between
physician and patients on payment (Guo et al. 2018), our results show that a prior offline
relationship with the physician (which implies a stronger social tie than no offline

relationship) does not always seem to be a facilitating factor for premium payment online
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(i.e., patient type I from Table 3.12). The design of the platform (e.g., the “check-in”
function for returning patients) and freemium rules (e.g., three initial free online services)
seem to facilitate the development of stronger ties. However, these patients may only take
advantage of these features and rules to acquire free services for simple follow-ups
without devoting themselves in establishing stronger online relationships with the
physicians. Thus, the patients may prefer to visit their physicians offline for solving more
complex issues, avoiding payment online. This may also be due to the patients’ motivation
for consulting healthcare issues online — patients may be willing to try online
consultation to solve non-complex issues since it is a time and cost effective approach,
but it may be difficult for patients to completely shift their healthcare practices and habits
since the associated risk can be high, and sufficient knowledge regarding this new type of
service is needed for patients to trust and accept it (Chernof et al. 1999). Accordingly, we
observe that when patients are facing complex healthcare issues which require intensive
communication, and when the physician’s response rate is high enough, these returning
patients are likely to pay (i.e., patient type II). Otherwise, they will only take a chance on

free services without further engagement.

Previous studies also highlighted virtual gifts as a positive signal for payment (Yang et al.
2015; Yang and Zhang 2019). However, our findings suggest that virtual gift on the
platform may be a double-edged sword. For patients who have no prior offline
connections with the physician, allowing them to show gratitude with a virtual gift
function may not be a good strategy as this type of patient may substitute this virtual gift
for payment (i.e., patient type IV). However, if the service is intensive, virtual gifts and
payment will be additive rather than virtual gifts replacing payment (i.e., patient types III
and V).

In summary, in line with previous literature on online service delivery, responsive service
is a key antecedent of payment (Berry et al. 1994; Storey et al. 2016; Wakefield and
Blodgett 1999). However, in our context, responsive service seems to be more likely to
attract premium payment for online patients, but not offline returning patients.
Encouraging patient engagement (e.g., encouraging multiple timely interactions with the

physician) may help promote payment as well. Since each response to the physician
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counts as one free-trial for the patients, reluctance to consult further may arise at the end
of each conversation turn. Persuading patients to keep on responding in a timely manner
should be beneficial for establishing long-term patient-physician collaboration and
attracting payments. The feature ranking and configuration results from four ML
approaches (i.e., LR coefficient ranking, feature hierarchies in DT, and feature importance
score ranking in RF and GB) indicate that these observable service features are not
generating linear impacts, a finding which was not evident in previous studies using linear
regression approaches. Although tree-based approaches provide useful implications on
how features are ranked hierarchically, further investigations are needed to reveal the

magnitude and provide finer-grained explanations.3.5.3  Contributions

This study contributes to research and practice in several ways. First, the high-ranked
features highlight the importance of consumer-provider relationships as a key factor in
facilitating premium payment, which is seldom examined in previous freemium or online
medical consultation research. Whereas previous freemium research generally provides
an individual-level explanation for consumers’ willingness to pay (e.g., psychological
factors or cognitive evaluation of the service quality), our results show that the channel
from which the consumers come (e.g., from offline, or finding a physician online directly)

may largely determine their online behaviors in this context.

Second, our study extends the existing research on online medical consultation by
showing the role of physician-patient interaction. Other than Guo and colleagues (2018)
who examine the influence of strong versus weak physician-patient ties (as indicated by
the amount of interaction), most existing medical online consultation research does not
investigate the importance of the physician-patient interaction. Our work goes further and
demonstrates that service providers’ interactions with the consumers (e.g., response rate)
and consumer involvement (e.g., communication intensity) also largely influence their
payment. This matches the experiential nature of online consultation, where not only
observational learning (e.g., examining other peoples’ reviews) but also the direct

experience has significant impacts on payment decisions.
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Third, our study also makes practical contributions to the management of online medical
consultation and digital healthcare delivery in general — platform owners and
administrators can utilize our model to identify and promote high-value services and
service providers, which in turn should help support the long-term success of the platform.
For example, the platform can develop different governance mechanisms that draw on our
system level view (for example, separate collection of mechanisms for returning patients
and online-only patients). Whereas enhancing patient engagement and physician response
rate are particularly important for offline returning patients — perhaps due to their offline
service experience as a comparison — ensuring privacy and avoiding alternative channels
to cannibalize monetary return are the keys for switching online-only patients to premium

subscribers.

Fourth, our study may have broader implications for the distribution of healthcare
resources online. In an offline setting, distribution of healthcare resources usually falls
under the responsibility of the region’s or country’s healthcare system. In an online
environment, “celebrity” effects and a lack of regulation may lead to inefficient digital
healthcare resource distribution. For example, in our data physicians with a critical mass
of visible patient-physician consultations may become popular and attract a large number
of online patients, while other equally qualified physicians without a critical mass of
existing interactions may have trouble attracting patients. The capacity of popular
physicians may become oversaturated by too many online appointments, resulting in slow
responses and unsatisfactory service delivery. This could impact the willingness of
patients to continue using online medical consultation. There may also be a dampening
effect on equally qualified physicians with fewer previous interactions where inability to
attract patients hinders their enthusiasm to participate in online medical consultation. As
a result, inefficient healthcare resource distribution online will create a new type of

inequity for both patients and physicians.

Our study also makes methodological contributions. Machine learning has been
increasingly adopted by IS researchers as an emerging methodology to learn from data,
build predictive models and show the importance of explanatory features when the

research question is associated with complex explanation and a large amount of data
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(Adamopoulos et al. 2018; Gong et al. 2018; Li and Qin 2017; Lukyanenko et al. 2019;
Wang et al. 2018). We aim to provide a rigorous analysis procedure along with a
transparent report so that future research can easily follow or adapt our methodological
steps. For example, previous IS research seldom explicates their hyperparameter tuning
(or does not have such a procedure) despite the importance of this prior step in
determining prediction performance. The measures and configurations used in this study
can be a reference list for future researchers who want to conduct comprehensive model
tuning. Also, our model training and validation procedures cover most of the applicable
ML algorithms for a binary classification question, except for several algorithms that do
not fit our research questions (e.g., Support Vector Machine algorithm and k-Nearest
Neighbors algorithm). Future research that is conducted in similar contexts can compare
their results with ours as an external validation procedure to further examine model

efficiency and generalizability.

Moreover, previous studies in similar contexts are dominated by regression-based
analysis (e.g., Cao et al. 2017; Li et al. 2019a; Yang et al. 2015; Yang and Zhang 2019).
Whereas such traditional statistical modeling is useful for formalizing the relationship
between the variables, it requires that a number of assumptions be met (e.g., linear
assumption, independence of observations, normally distributed errors, the type of data,
homoscedasticity). Consequently, it might be difficult to use traditional statistical
modeling approaches to make predictions or formalize relationships from massive
amounts of fine-grained consumer behavior data. This study replicates statistical
modeling procedures to a great extent (e.g., creating variables that capture the key
explanatory factors, estimating the model, interpreting the relationship between
explanatory variables and the outcome). However, instead of focusing on coefficient
estimation, which is the key objective of statistical modeling, the ML approach helps us
understand the relationships between the system of inputs (e.g., fine-grained consumer

data, or features) and outcome from a more holistic perspective.”’ For example, in our

7 A more holistic perspective is needed to capture the complex interactions. To illustrate, a negative
coefficient from the logistic regression does not necessarily mean a truly negative impact across the whole
explanatory sphere if other factors are taken into consideration (e.g., having an offline connection does not
always have negative impacts).
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study, logistic regression and tree-based ML classifiers provide complementary views on
complex interactions among the relevant service features that contribute to payment, in
which various factors are nested and interact with each other in non-linear ways. Our
methods, as well as the complementary results from logistic regression and tree-based
analysis, show the usefulness of mining finer-grained consumer data and the importance

of considering non-linear relationships and interactions between factors in future research.

3.5.4 Limitations

We have also identified several limitations. First, since the model analysis was based on
the results of feature selection, the subjective decision making during the feature selection
procedure may cause some bias in the subsequent analysis. Although the current results
achieved satisfactory overall performance, a different set of features that are comparable
with the current ones can be tried to cross-validate our model. For example, during high-
correlation filtering, the other feature highly correlated with our currently selected feature
could be selected instead and the analysis could be rerun. Alternatively, more restrictive
criteria can be used when combining the results from the four feature selection

approaches.

Second, due to the lack of computational resources, we performed our hyperparameter
tuning within a limited range, which cannot ensure the identification of globally optimal
solutions. This is especially true for neural network analysis that needs a high-
performance computation to train the model and find the best solution. However, our
current solution is still satisfactory since all performance measures reach good levels

(except for Neural Networks).

The third limitation of our study is that only premium subscriptions with short-term
services are included (e.g., 48-hour text-based consultation, one-time phone call), whereas
long-term contracts such as private doctor, family doctor and expert team services cannot
be easily identified with the currently available data®®. However, patients’ decision-

making criteria for adopting a long-term contract can be very different from those for a

* This data is not part of the current dataset and would take several months to collect and clean. This
work is currently underway for future research on this online medical consultation platform.
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one-time or repetitive payment. Future research can conduct further empirical
examinations of the service characteristics that may influence long-term premium

subscription.

3.5.5 Avenues for Future Research

Our work also provides several opportunities for future research. First, Future online
medical consultation research should investigate how the development of patient-provider
relationships influences patients’ premium payment over time (e.g., by analyzing the
communication content). For research on freemium issues in the related fields such as the
online knowledge market or experience goods market in general, investigating the nature
and trajectory of consumer-service provider relationship development can be an

interesting angle to extend existing understanding of how freemium businesses succeed.

Second, although our results suggest that offline connection does not seem to contribute
to online payment, future research should examine if it brings additional offline benefits
for the physicians. For example, offering free online follow-up may reduce congestion in
physicians’ offline waiting lists and reduce the time and resources associated with a face-
to-face follow-up appointment (e.g., physician time in-office; administrative overhead to
schedule, confirm, and process appointments; congested waiting rooms). When offline
patients switch to online delivery for follow-up, the timing of the interaction is flexible,
and physicians can attend to the online follow-up at a time that does not interrupt the flow
of their other activities. This may help physicians free up their time and resources for new
cases and patients with more complex issues. Future research may investigate the impacts

of offering free online follow-up medical consultation on a physician’s offline benefits.

Future research should also examine the inequity in healthcare resource distribution that
may develop for both patients and physicians on online medical consultation platforms as
well as how the platforms can used to alleviate this inequity. Platform technologies can
be used as digital empowerment (Leong et al. 2016; Mékinen 2006; Zhao et al. 2008) to
enrich participation by physicians and patients. For example, the platform can serve as a
conversation moderator. Our results indicate the importance of patients’ timely and

repetitive interaction with the physicians, however the rules of freemium may create
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constraints on these interactions (e.g., limit of three free trials in our data). The platforms
could be designed to increase and expand the flow of information (e.g., probing,
automatically requesting new information, conciliating waiting patients) to increase
patients’ feeling that they are engaged in an ongoing interactive conversation. Further
research should examine these and other technology-mediated approaches to unfold the

process and impacts of such digital empowerment in digital healthcare delivery.

3.6 Conclusion

Healthcare delivery is stepping into a new digital era. Online delivery approaches such as
online medical consultation are increasingly common, and these platforms open a new
front in which individual consumers and independent service providers play increasingly
important roles. These multisided platforms can also utilize different business models
such as freemium. While business model innovation in knowledge-intensive industries
has received much research attention in the context of inter- or intra-organizational
collaboration (Hertog 2000; Muller and Doloreux 2009; Rajala and Westerlund 2007),
few studies have examined the freemium model in a multisided platform economy. Online
medical consultation is one such multisided platform that connects patients and physicians

through complex interactions.

Online medical consultation gives patients a new channel and more options to access
healthcare services. However, reluctance and concerns exist which may impede patients’
physician selection and payment on the platform. The current study explores the key
service features that may contribute to patient payment under a freemium business model.
By mining massive consultation data using machine learning approaches, our results
highlight the important roles of patient source (i.e., offline returning patients vs. online
patients), service delivery quality (i.e., service intensity, physician responsiveness),
patient involvement (i.e., providing social returns, revealing prior examinations, number

of patient posts), and physician reputation in facilitating premium payment.
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Conclusion

We are living in an ever-digitized world where people are connected virtually, and
virtualized processes are transforming how we feel, think, and act. To build an
understanding of the impacts of virtualized processes in this era of digital transformation,
this thesis consists of three stories that captures how technologies empower virtualized
processes and generate impacts on individual behaviors, as well as how digital
representations of the objects and actions in a virtualized process provide a medium to

carry information and deepen collaborations among humans and machines.

Through a systematic literature review, essay 1 provides an understanding of how patients
with chronic diseases digitize their body information through self-monitoring
technologies. The newly created information (the digitized body and health status) is
processed by patients and healthcare providers with the help of technologies, which
further influences the use of technology, patient-provider interactions, their understanding
of health conditions, chronic disease self-management behaviors and health outcomes.
The key affordances that have been identified (i.e., preparation, data collection, user
reflection and action, and social connection) bring to light the key capabilities that an
ITSM system could deliver to enhance the experience of ITSM. The four intermediate
outcomes (i.e., patient-provider co-management, patients learning and self-reflection,
intervention satisfaction and compliance, and social interaction) show the results that an
individual can achieve due to engaging in ITSM, which may serve as intermediate
mechanisms to explain how ITSM generate impacts on behavior change and health
outcomes. The overarching framework enables an overview of the current state of [TSM

research and surfaces the gaps for future research in this area.

Essay 2 provides a meta-schema explaining how an offering’s (i.e., products and services)
digital representation on the platform endows it with causal capacities in which the value
and quality of the offering is perceptible by human and machine agents on the platform.
The newly formed cognitive frames and beliefs about the offering result in actions and
interactions among human and machine agents, which further update the offering’s digital

representation and its causal capacity. This involves virtualized processes such as offering



evaluation, transaction, relationship building and new content creation. By simultaneously
considering the sense-making and action mechanisms from human actors and machines,
the meta-schema contributes to our understanding of how human-machine hybrid systems
on digital platforms may produce collective outcomes. It also provides a vocabulary and

seven high-level mechanisms that can be leveraged by future context-specific research.

Essay 3 examines the impacts of virtualized patient-physician interactions during online
medical consultation, which are enabled by various digital platform functionalities such
as reviewing, consultation history display and virtual gift systems. The digital
representation of consultation services may influence patients’ payment decisions for
high-end premium services. By adopting a machine learning approach for data mining,
the results show the importance of service quality (e.g., consultation dialogue quantity,
response intensity), patient source (e.g., previous offline connection), patient’s online
involvement (e.g., patient question quantity, social return offering) and physician
reputation (e.g., title, affiliation). The study illustrates the usefulness of machine learning
as a complementary approach to traditional regression-based analysis for mining massive
consumer data with a high number of dimensions. The cross-validated results contribute
to our understanding of the types of service that can attract payment by considering

complex interactions among the service features.

Implications for Theorizing and Building Interim Theories

Besides the context-specific contributions in understanding virtualized processes, this
thesis is also an exercise in building interim theories by using different reasoning
approaches which open revenues for future refinement and verification. Theorizing is one
of the most important missions of scientific inquiry by researchers. “Theory is King,”
coined in Straub’s (2009) editorial for MIS Quarterly, set the tone for IS research to be
theory-rich, and theory became the required element for publishing in good journals. In
IS, we often aspire to formal and strong theories that provide systematic reasons about
why events and structures do or do not occur (Sutton and Staw 1995). A good, strong
theory usually includes well-defined constructs, relationships and clear boundaries, which
can be evaluated by its rigor, falsifiability, generality, accuracy, simplicity, consistency,

and robustness (Alter 2017). Thus, a formal theory is difficult to develop, and it is often
234



difficult to develop a new theory using just one study. Theorizing can be an iterative

process with multiple trials, modifications and verifications.

Weick (1995) conceived of these products in the early theoretical development stages as
“interim theories,” and he considered theory as not only a product but also a process in
that a formal and strong theory often emerges over time and builds upon various interim
conceptual artifacts. These interim conceptual artifacts may include lists of concepts that
provide abstractions and descriptions of the phenomenon, frameworks and models that
show the paths of influence and effects, propositions or hypotheses that specify the
constructs and the corresponding relationships, and even patterns and arguments that
provide logically integrated explanations or descriptions. Although these interim
conceptual artifacts seem to be semi-products of a formal, strong theory and may not meet
all the evaluation criteria of a strong theory, they are indeed important and useful because
they summarize the research progress, screen the most crucial part of the phenomenon of

interest, and give direction for further scientific inquiry.

Our three essays offer theoretical contributions by building interim theories. Essay |
developed a framework to explain how ITSM may facilitate behavior change and improve
health outcomes through technology use and four intermediary mechanisms. The
organization of the key concepts in the framework follows the affordance actualization
theory, and the relationships between the constructs are synthesized from the literature.
The framework is an interim theory in that it sets the boundary of explanation by providing
the key building blocks and specifies the general relations among them. However, further
research is needed to formalize the statements of relationships between finer-grained

constructs and verify the relationships, as well as the boundary conditions of values.

By combining the typology of social mechanism and computational mechanism
perspectives, essay 2 developed a meta-schema that attempts to explain the joint action
between human and machine on digital platforms. The meta-schema is proposed under
clear contextual and conceptual assumptions with rigorously defined theoretical concepts,
which provides a foundation for future development of middle-range theories with a

specific empirical phenomenon.
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Essay 3 is data-driven research with an objective to discover plausible explanations for
online medical consultation payment. Simon (1977) makes distinctions between theory-
driven research and data-driven research. The former approach suggests that data should
come into the theory construction process in the testing stage so that researchers start from
a research problem, construct the hypothesis, and are confronted with data. On the other
hand, data-driven research begins with the data so that data — rather than existing theory
— provides guidance for inquiry and new insight generation. With the increasing
availability of massive user data, there is a recent call for integrating data-driven and
theory-driven research (Elragal and Klischewski 2017; Maass et al. 2018; Rai 2016). In
general, massive datasets along with appropriate analysis techniques allow for the
identification of new patterns that contribute to explaining the phenomenon of interest,
whereas the domain theory and its constructs and relationships generate data
requirements. These two processes may happen iteratively, so that the discovery of new
patterns from data may change our interpretation of the phenomenon, thus refining the
application of domain theory. The domain theory may further refine data analysis (even
require new data sources or data dimensions). The results of data analysis in essay 3, in
combination with the literature review results, highlight service quality and patient
involvement as two candidate explanations that are ranked higher than physician
reputation. Future research can start from here and try to formalize the relationship
between the proposed explanans and the outcome (i.e., premium payment) with additional

data (e.g., service quality evaluation data, user perception data) for finer-grained analysis.

Fertile Grounds for Future Research

To build an understanding of the impacts of virtualized processes in this era of digital
transformation, further research on process virtualization is needed on the interplay
between technologies, digital representations, and human and machine actors. Digital
representation and virtualized processes are distinct but related ideas. Whereas virtualized
processes remove physical interactions among actors and objects, digital representations
of the objects and actions provide a medium to carry information and generate impacts.
Virtualized processes also involve actors, which currently can often be carried out by both

human and machine agents. On reflection, the three essays of this thesis all touch on the
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relationships between process virtualization, digital representation, and actors, leading us
to a deeper understanding of these three dimensions and their associated fertile grounds

for future research.

The Process Virtualization Dimension

Virtualizing a process involves removing the barriers from elements such as sensory
requirements (e.g., need for touch), relationship requirements (e.g., face-to-face
interactions), synchronism requirements (e.g., immediate responses), and identification
requirements (e.g., recognizing the qualities to distinguish a person or thing). The
technologies that realize process virtualization and the virtualized process seem to exhibit
a technology-process duality. On the one hand, newly available technologies and their
capabilities act as external driving forces to facilitate the virtualization of processes. For
example, without new wearable and insideable technologies, patients cannot easily keep
track of multiple body indicators on their own. Without the support of telemedicine and
secured instant messaging technologies, the self-tracked body information cannot be
easily shared between patients and physicians. Without the implementation of online
review and recommendation systems, consumers will be drowned by the massive amount
of information, and it will be difficult to match their needs and preferences with what is
offered online. IT capabilities create opportunities to virtualize a variety of processes that
were previously not able to be reproduced without physical interactions. This mostly
involves adapting an existing physical process to its virtual form. New workflows or
functions may be added to the process due to the availability of technological functions,
and further reengineering or optimization may be needed to make the virtualized process

more efficient.

On the other hand, technology is constructed by actors who have specific requirements in
the processes. If we take online medical consultation as an example, the e-consultation
industry has emerged from the need to better match the demand and supply of high-quality
healthcare resources. The platform technology has been developed from a digital
information hub (i.e., providing a list of available specialists) to an asynchronous
communication channel (i.e., online community for healthcare information sharing) to a

type of “online shopping” site (i.e., physician’s time and knowledge as digital products)
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and now to an hybrid online hospital which is supported by various technological
functionalities such as review systems, recommendation systems, medical records
management, scheduling systems, synchronous communication, social support, remote
team collaboration, billing, and payment. It is the emergence of new requirements in
online medical consultation that facilitates the evolution of platform technologies in this

particular context.

One relevant question is how should we perceive the integration of technology and
virtualized processes — is it adapting the process to new technologies, or adapting
technologies to the new requirements in the processes? Technologies may be developed
independently from the process being virtualized. None of the technologies or modules of
the medical consultation platform are developed from virtualizing a consultation process
per se, and they can be implemented in various online contexts. This may force the process
virtualization to adapt to the technology — medical consultation delivery may be driven to
conform to platform infrastructures that are designed for general online shopping. The
further adaptation of technologies may naturally happen when the existing infrastructures
and functionalities cannot sufficiently fulfill the needs of process virtualization. Future
research can go beyond understanding the technology as an external enabler, and can seek
to understand how process virtualization shapes new technological development, which
may in turn create new opportunities to improving or even reinventing existing virtualized
processes. Previous studies using structuration theory to investigate the duality of
technology may help to understand the integration of technology and virtualized processes

(Jones and Karsten 2008; Markus and Silver 2008; Romanow et al. 2018).

The Digital Representation Dimension

Process virtualization often requires the digital representation of the objects and actors
that are involved. The availability of new technologies removes many barriers and
provides new possibilities regarding the characteristics that can be represented and how
to represent them in a meaningful way. For example, with the development of actigraph
sensors, we are able to represent the stage and quality of sleep with numbers, indices and
graphs based on body movement during sleep. Whereas the traditional blood glucose

monitors using lancets and test strips can give patients with diabetes a measurement point
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every few hours, the new under-skin sensors can continuously display glucose levels in
the cellular fluid. New technological ways of presenting information such as 3D
modeling, augmented reality and virtual reality bring users new experiences and insights

that they may not be able to gain though 2D pictures, videos and text.

The three essays provide examples of both static digital representations (e.g., the self-
tracked body indicators, stable structure of an offering, physician reputation information)
and dynamic digital representation updating processes (e.g., dynamic structure of an
offering, patient involvement over time). The static digital representation may be largely
constrained by the design of technology. Thus, the ontological design of the system to
effectively virtualize the objects that are relevant to the process is crucial. The dynamic
updating process, however, is largely influenced by actor involvement — be they the
offering providers, consumers, or even a machine. Whereas such impacts from actor
involvement may be conceptualized as online peer influence by many previous studies,
the issue can be examined from a more sociotechnical perspective. That is, virtualizing a
process not only involves pre-defining the static characteristics of an object, but also
involves effectively representing the actions and interactions of various actors who
contribute to the process over time. Thus, future research may put more emphasis on the
dynamic aspects of digital representations and the associated impacts. This is in line with
the recent development of data analytics and Al-based predictions that treat user data as
fuel to constantly improve the understanding of users and provide insights to guide user

actions (Forbes 2018; Ransbotham et al. 2017).

The Actor Dimension

Implementing robots and Al applications has become a trend for many online businesses.
Natural language processing techniques allow chatbots to help customers navigate
through sites and to interact with customers like human beings. Advanced sensor data
analytics allows the delivery of context-specific and highly personalized experiences. Al-
based prediction allows the discovery of new patterns and processes which may unlock
new opportunities for interactions based on an individual’s needs and action trajectory. It
is important to explicitly consider machines (or the algorithms) as actors who participate

in the virtualized processes. We increasingly see collaborations between humans and
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machines in surgery rooms, classrooms, organizations and virtual marketplaces (Agrawal
et al. 2019; Brynjolfsson and Mcafee 2017; Kolbjernsrud et al. 2016). The relationship
between humans and machines, as well as the tasks being done, may go beyond
substitution or complementarity. Collaborative decision making between humans and
machines and even automated decision making by machines alone will revolutionize

many aspects of our lives.

Currently, the top journals in our field of IS are calling for research on human-machine
(or AI) collaboration as a hybrid ssfstem (Berente et al. 2019; Demetis and Lee 2018; Rai
et al. 2019). Future research may shift from traditional IT deterministic or tool-based
views of IT that focuses on technological evolution and impacts to a more integrative and
social view of the human-technology ecosystem as a pervasive societal phenomenon that
needs to be orchestrated and managed with a new mindset (Norman 2017; Seeber et al.
2018).

In summary, this thesis highlights the transformational impacts of virtualized processes,
especially in the contexts of healthcare and digital platforms. As a starting point, the thesis
takes a particular interest in individuals and the impacts of virtualized processes on
individual decision making and actions. It is hoped that the three essays offer some first
steps toward understanding the important role of technologies, digital representations and
human-machine hybrids that influence virtual interactions and decision making among
the actors. Future research can go beyond the individual level and take the directions
highlighted above to investigate how technologies afford process virtualization at
different stages of a business, how digital representations influence (or be influenced by)
human-machine hybrids, as well as how humans and machines collaborate under different

circumstances.
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Appendix A — Coding Results for Essay 1

Table A.1 Profile of the Studies by IT and Disease Type

Mobile/tablet app Website Medical Device Wearable IVR PDA i Other
software
Allen et al. (2013), Carter et Carter et al. (2013), Donaldson and Cadmus-Bertram et al. | Steinberg et Acharya etal. | Chambliss
al. (2013), Cushing et al. Dennison et al. (2014), Normand (2009), (2015), Shuger et al. al. (2014}, (2011), etal
(2011), Hutchesson et al. Hutchesson et al. (2015), Jospe et al. (2017b), (2011), Carels et al. Wolin et al. Ambeba et (2011),
(2015), Kolodziejczyk et Krukowski et al. (2013), Moho Shaiful et al. (2017), Jakicic et al. (2015), al, (2015), Schroder
al.(2014), Laing et al. (2015), Morgan et al. (2014), (2017), Painter et L. (2016), Moho Shaiful Steinberg et Burke et al. (2011)
Partridge et al. (2016), Tsai et | Partridge et al. (20186), (2017) et al. (2017). Painter al. (2017) (2012),
al. (2007), Turner-McGrievy Ruotsalainen et al. (2015), et L. (2017), Sasai et Conroy et al.
etal. (2013), Wharton et al. Shuger et al. (2011), Thomas al. (2017), Turner- (2011), Turk
(2014), Chen et al. (2017), et al. (2015), Webber et al. McGrievy et al. etal. (2013),
Obesity Hales et al. (2017), Jospe et (2010), Wolin et al. (2015), (2017), Cadmus- Wang et al.
al. (2017a), Mummah et al. Carels et al. (2017), Fuller et Bertram et al. (2013), (2012), Yon
(2017), Sasai et al. (2017), al. (2017), Jakicic et al. Morgan et al. (2014), et al. (2006)
Spring et al. (2017), Turner- (2016), Painter et L. (2017), Nicklas et al. (2014),
McGrievy et al, (2017) Rader et al. (2017), Tu et al. Ruotsalainen et al.
(2017) (2015), Steinberg et
al. (2013), Aguiar et
al. (2017), Spring et
al. (2017), Tu et al
(2017)
Or and Tao (2016), Roblin Glasgow et al. (2011), Greenwood et al. Edge et al. (2017), Glasgow et Sevick et al. Paula et al.
(2011), Storni (2014), Storni Greenwood et al. (2015), (2015), Hinnen et al. Glasgow et al. (2011), al. (2011) (2010), | (2017)
(2014b), di Bartolo et al. Hinnen et al. (2015), Raiff (2015), Or and Tao Biddle et al. (2017), Sevick etal. |
(2017), Garg et al. (2017), Gu and Dallery (2010), (2016), Raiff and Kempf et al. (2017) (2008)
etal. (2017), Hansen et al. Caballero-Ruiz et al. (2017), Dallery (2010), Roblin
(2017), Irace et al. (2017), lljaz et al. (2017), Irace et al. (2011), Sevick et al.
Munster-Segev et al. (2017), (2017), Kempf et al. (2017) (2008), Caballero-Ruiz
Piras and Miele (2017), et al. (2017), Cosson
Sieber et al. (2017) et al. (2017), di Bartolo
et al. (2017), Downing
etal. (2017), Garg et
Diabetes al. (2017), Goffinet et
al. (2017), Haak et al.
(2017), Irace et al.
(2017), Ji et al. (2017),
Kempf et al. (2017),
Lee et al. (2017),
Mathieu-Fritz et al
(2017), Nishimura et
al. (2017), Olafsdottir
et al. (2017), Paula et
al. (2017), Polonsky et
al. (2017), Selvan et al.
(2017), Sieber et al.
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Table A.1 Profile of the Studies by IT and Disease Type

PC

Sage et al. (2017), Velardo et
al. (2017), Zhu et al. (2017)

Mobile/tablet app Website Medical Device Wearable IVR PDA Other
software
(2017}, Young et al.
(2017)
Faurholt-Jepsen et al. Jones et al. (2014), Simons et al. (2017) Abrantes et al. (2017), \ \ Bauer et al. Murnane et
(2015a), Faurholt-Jepsen et Narregaard et al. (2014), Boyd et al. (2017) (2009) al. (2016),
al. (2015b), Festersen and Tsanas et al. (2016) Matthews et
Corradini (2014), Scharer et al. (2017a),
Psychiatric | al. (2015), Tregarthen et al. McKnight et
(2015), Tsanas et al. (2016), al, (2017)
Abrantes et al. (2017), Boyd
etal. (2017), Mantani et al.
(2017)
Cardiac Karhula et al. (2015) Dorsch et al. (2015) Karhula et al. (2015), lzawa et al. (2006), \ \ \ Coppini et al.
Andersen et al. (2017) Vogel et al. (2017) (2017)
Timmerman et al. (2016), Berry et al. (2015) Timmerman et al. Gell et al. (2017) \ \ \ Hall and
Mouzouras et al. (2017) (2016) Murchie
(2014),
Cancer Hermansen-
Kobulnicky
and Purtzer
(2014)
Ayobi et al. (2017) Jongen et al. (2015), Barakat \ Ayobi et al. (2017), \ \ Ayobi et al, Ayobi et al,
Nerve-related etal. (2017) Mentis et al. (2017) (2017) (2017)
Swendeman et al. (2015) Swendeman et al. (2015) \ Aharonovich et al. Aharonovich \ \ \
(2017b) et al. (2006),
HIV Aharanovich |
etal. (2017a)
. Kendall et al. (2015), Or and Wolin et al. (2015) Nakano et al. (2011), \ Wolin et al. \ Nakano et Storni (2010)
Hypertension | . o516 Or and Tao (2016) (2015) al. (2011)
Fukuoka et al. (2011), Langstrup and Winthereik Grénvall and Felipe et al. (2015), Naylor et al. Dowell and Welch et al, | Bonilla et al.
Ramanathan et al. (2013), (2008), Felipe et al. (2015), Verdezoto (2013), Goto et al. (2014) (2008) Welch (2007) (2015),
Adams et al. (2017), Plow Johnston et al. (2009), Ma et Velardo et al. (2017) (2006), Stark Verdezoto
and Golding (2017), Ryan et al. (2013), Pedersen et al. et al. (2011), and Gronvall
al. (2012), Welch et al. (2012), Umapathy et al. Welch et al. (2016),
Other | (2013), Cai et al. (2017), (2015), Dietrich et al. (2017), (2007) Chung et al.
Dietrich et al. (2017), Eikey et Hostler et al. (2017), (2015),
al. (2017), Hostler et al. McDonald et al. (2017) Chung et al.
(2017), Isetta et al. (2017), (2016)
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Table A.2 Effects of ITSM Affordance Bundles on Chronic Care Goal Achievement

ITSM Outcome: Goal Achievement
Functionality : :
. her \ s . g A

Combinations ':l{f\;ﬁ;' Diet e ?:haaf\rg‘: o Weight Quality of life Symptom Medication

Vogel et al. Kempf et al. (2017) Boyd et al. (2017) Carels et al. (2017), Kempf et al. di Bartolo et al. (2017), Kempf et al.

(2017) Kempf et al. (2017), (2017) Haak et al. (2017), Jiet | (2017)

, | Nishimura et al. [di Bartolo et al. al. (2017), Kempf et al.
Auto, Display (2017) (2017)] (2017), Nishimura et al.
(2017)
[Goffinet et al. (2017)]

Donaldson and Donaldson and \ Karhula et al. (2015), [Karhula et al. Goto et al. (2014), \

Manual Auto Normand (2009) | Normand (2009) Shuger et al. (2011), (2015)] Karhula et al. (2015),
. ? 4 [Goto et al. [Welch et al. (2013)] Welch et al. (2013), Downing et al. (2017),
Display (2014)] Shaiful et al. (2017) Shaiful et al. (2017),
[Shaiful et al. (2017)] Sieber et al. (2017)

Wang et al. Wang et al. (2012) \ Sidhu et al. (2016), \ Naylor et al. (2008) Naylor et al.

(2012) Thomas et al. (2015), [Simons et al. (2017)] (2008)
Manual, Push Turk et al. (2013)

[Wang et al. (2012)]

Manual, Conroy et al. Ambeba et al. (2015) | Swendemanetal. | Burke etal. (2012), \ \ \
Display, Push (2011) | (2015 ) Wharton et al. (2014)

\ Acharya et al. (2011), [Aharonovich et | Acharya et al. (2011), \ \ \
Manual, Display Schroder (2011) al. (2006)] | Schroder (2011),

[Schroder (2011)] L Aguiar et al. (2017)
Manual, \ \ \ \ \ [Faurholt-Jepsen et al. [Pedersen et al.
Display Push (2015), Pedersen et al. (2012)]
Patient-, I 2052l
Provider
Auto, Display, [Biddle et al. X \ Munster-Segev et al. \ Munster-Segev et al. \
Push (2017)] (2017) (2017)
Manual, Auto, Morgan et al. Morgan et al. (2014) \ Morgan et al. (2014), \ \ \
Push (2014) Steinberg et al. (2013)
Goal. Manual [Allen et al. [Allen et al. (2013); \ [Allen et al. (2013),; \ [Jospe et al. (2017a)] \
e d (2013); Jospe et | Jospe et al. (2017a)] Jospe et al. (2017a)]

Display al. (2017a)]




Al

* There are 43 different combinations of ITSM functionality among the studies in theme 3. In this table, we only list the combinations used in at
least two studies.

" IT functionality: Goal - goal; Manual - manual entry; Auto - auto capture; Display - data display; Push - push message; Patient-Pro - patient-
provider connection. The other IT functionalities (education, gamification, and peer-to-péer interaction) do not appear in this table as they were not
among any of the combinations used in at least two studies.

*** Studies in italicized brackets have non-supportive or mixed results.



Table A.3 Non-IT Components and Chronic Care Goal Achievement

Non-IT Outcome: Goal Achievement
components
Egiaation Physical activity Diet Sigver Sahavior Weight Quality of life Symptom Medication
S Change
None Izawa et al. (2006), Turner-McGrievy Swendeman et al. | Sidhu et al. (2016), Dorsch et al. Or and Tao (2016), [Dietrich et al.
Ruotsalainen et al. et al. (2013), (2015 ) Turner-McGrievy et (2015) Dietrich et al. (2017), Gell (2017)]
(2015), Gell et al. Mummah et al. al. (2013), Welch et et al. (2017), Mantani et
(2017) (2017) al. (2013) al. (2017)
[Jones et al. (2014), [Jones et al. [Jones et al. (2014), [Faurholt-Jepsen et al.
Laing et al. (2015), (2014), Laing et al. Laing et al. (2015), (2015), Laing et al. (2015),
Ruotsalainen et al. (2015), Welch et Ruotsalainen et al. Or and Tao (2016),
(2015)] al. (2013)] (2015)] Umapathy et al. (2015)]
Education Cadmus-Bertram et [Schroder (2011)] | [Aharonovich et Cadmus-Bertram et | di Bartolo et al. Goto et al. (2014), di [Pedersen et al.
only al. (2013), Goto et al. al. (2006)] al. (2013) (2017) Bartolo et al. (2017), Garg | (2012)]
(2014), Vogel et al. [ Carter et al. (2013) et al. (2017), Nishimura et
(2017) | Schroder (2011), al. (2017), Sieber et al.
[Goto et al. (2014), Shuger et al. (2017)
Biddle et al. (2017)] (2011), Steinberg et [Pedersen et al. (2012),
al. (2013), Aguiar et Garg et al. (2017),
al. (2017), Goffinet et al. (2017)]
Nishimura et al.
(2017)
Goal only Turner-McGrievy et [Turner-McGrievy | \ Wharton et al. \ \ \
al. (2017) et al. (2017)] (2014), Turner-
McGrievy et al.
(2017)
Feedback \ Barakat et al. \ Cadmus-Bertram et | [Polonsky et al. Haak et al. (2017), ljazet |\
only i (2017) al. (2013) (2017)] al. (2017)
Education + Donaldson and Ambeba et al. [Aharonovich et Karhula et al. [Karhula et al. Karhula et al. (2015), Aharonovich et
Goal Normand (2009), (2015), Donaldson | al. (2017b)] (2015), Morgan et (2015)] Downing et al. (2017), al. (2017b)

Morgan et al. (2014),
Wang et al. (2012)
[Allen et al. (2013),
Jospe et al. (2017)]

and Normand
(2009), Morgan et
al. (2014), Wang
et al. (2012)
[Allen et al.
(2013), Jospe et

| al. (2017)]

al. (2014), Thomas
et al. (2015)

[Allen et al. (2013),
Wang et al. (2012),
Jospe et al.
(2017a)]

Jospe et al. (2017a)
[Hansen et al. (2017),
Jospe et al. (2017a)]
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Table A.3 Non-IT Components and Chronic Care Goal Achievement

Non-IT Outcome: Goal Achievement
components
COMBIREEION - o vsicel activity Diet PEier Bahanos Weight Quality of life Symptom Medication
s Change
Education + \ Acharya et al. \ Acharya et al. Kempf et al. Ji et al. (2017), Kempf et Kempf et al.
Feedback (2011), Kempf et (2011), Kempfetal. | (2017) al. (2017), Munster-Segev | (2017)
al. (2017) (2017), Munster- [Young et al. et al. (2017)
[Dowell and Weich Segev et al. (2017) (2017)] [Simons et al. (2017),
(2006)] Young et al. (2017)]
Education + \ \ \ Shaiful et al. (2017) | \ Shaiful et al. (2017) \
Social
Education + Cadmus-Bertram et Nicklas et al. [Abrantes et al. Burke et al. (2012), Ryan et al. Chambliss et al. (2011), Aharonovich et
Goal + al. (2015), Conroy et (2014) (2017)] Chambliss et al. (2012) Abrantes et al. (2017), al. (2017a)
al. (2011), Nicklas et [Jakicic et al. (2011), Nicklas et Steinberg et al. (2017) [Plow and
Feedback al. (2014), Abrantes | (2016)] al. (2014), Turk et [Greenwood et al. (2015), | Golding (2017)]
et al. (2017), Jakicic al. (2013), Carels et Ryan et al. (2012),
et al. (2016), Plow al. (2017), Jakicic et Abrantes et al. (2017),
and Golding (2017) al. (2016) Jakicic et al. (2016)]
[Abrantes et al. [Abrantes et al.
(2017), Jakicic et al. (2017), Jakicic et al.
(2016), Plow and (2016)]
Golding (2017)]
Education + \ \ \ \ \ Naylor et al. (2008) Naylor et al.
Feedback + 2505}
Social
Education + [Sasai et al. (2017)] \ \ Spring et al. (2017) \ Sasai et al. (2017) \
Goal +
Feedback +
Social

** Studies in italicized brackets have non-supportive or mixed results.




Table A.4 Key IT Functionalities that Enable ITSM Affordances

IT
Functionality

Studies that included this functionality

2006-
2009

2010-2013

2014-2017

Preparation Affordance

Deliver
educational
content

(IT-delivered
content for
increasing
knowledge of
the device, the
disease or of its
self-
management)

N/A

Cadmus-Bertram et
al. (2013), Carter et
al. (2013),
Chambliss et al.
(2011), Glasgow et
al. (2011),
Krukowski et al.
(2013), Webber et
al. (2010)

Dennison et al. (2014), Dorsch et al. (2015), Festersen
and Corradini (2014), Greenwood et al. (2015), Hinnen
et al. (2015), Kolodziejczyk et al.(2014), Or and Tao
(2016), Partridge et al. (2016), Timmerman et al.
(2016), Umapathy et al. (2015), Wolin et al. (2015),
Aharonovich et al. (2017b), Barakat et al. (2017), Cai et
al. (2017), Coppini et al. (2017), Dietrich et al. (2017),
Hales et al. (2017), Hostler et al. (2017), lljaz et al.
(2017), Isetta et al. (2017), Jakicic et al. (2016), Lee et
al. (2017), Mantani et al. (2017), Mouzouras et al.
(2017), Mummah et al. (2017), Rader et al. (2017),
Sage et al. (2017), Sasai et al. (2017), Tu et al. (2017),
Turner-McGrievy et al. (2017), Velardo et al. (2017),
Young et al, (2017)

Goal setting

(IT suggests or
assigns goals or
allows users to
set and modify
their own goals)

Johnston et
al. (2009)

Allen et al. (2013),
Cadmus-Bertram et
al. (2013), Carter et
al. (2013),
Chambliss et al.
(2011), Sevick et al.
(2010), Stark et al.
(2011)

Cadmus-Bertram et al. (2015), Dennison et al. (2014),
Steinberg et al. (2014), Abrantes et al. (2017), Eikey et
al. (2017), Hales et al. (2017), Hostler et al. (2017),
Jospe et al. (2017a), Mummah et al. (2017), Painter et
L. (2017), Plow and Golding (2017), Steinberg et al.
(2017), Tu et al. (2017)

Data Collection Affordance

Data entry
interface

(User-initiated
SM data entry.
Can offer
different levels
of flexibility of
input such as
guided response
or open entry)

Aharonovich
et al. (2006),
Donaldson
and
Normand
(2009),
Dowell and
Welch
(20086),
Johnston et
al. (2009),
Naylor et al.
(2008),
Sevick et al,
(2008), Tsai
et al. (2007),
Welch et al.
(2007)

Acharya et al.
(2011), Allen et al.
(2013), Burke et al.
(2012), Carter et al.
(2013), Chambliss
et al. (2011),
Conroy et al.
(2011), Cushing et
al. (2011), Glasgow
et al. (2011),
Krukowski et al.
(2013), Ma et al.
(2013), Pedersen et
al. (2012), Raiff and
Dallery (2010),
Roblin (2011), Ryan
et al. (2012),
Schroder (2011),
Sevick et al. (2010),
Shuger et al.
(2011), Stark et al.
(2011), Steinberg et
al. (2013), Turk et
al. (2013), Turner-
McGrievy et al.
(2013), Wang et al.
(2012), Webber et
al. (2010), Welch et
al. (2013),
Williamson et al.
(2010)

Ambeba et al. (2015), Berry et al. (2015), Bonilla et al.
(2015), Dennison et al. (2014), Dorsch et al. (2015),
Faurholt-Jepsen et al. (2015), Festersen and Corradini
(2014), Goto et al. (2014), Greenwood et al. (2015),
Hutchesson et al. (2015), Jones et al. (2014), Jongen
et al. (2015), Karhula et al. (2015), Kendall et al.
(2015), Kolodziejczyk et al. (2014), Laing et al. (2015),
Morgan et al. (2014), Nicklas et al. (2014), Partridge et
al. (2016), Ruotsalainen et al. (2015), Sidhu et al.
(2016), Steinberg et al. (2014), Storni (2014),
Swendeman et al. (2015), Thomas et al. (2015),
Tsanas et al. (2016), Umapathy et al. (2015), Wharton
et al. (2014), Wolin et al. (2015), Adams et al. (2017),
Aguiar et al. (2017), Aharonovich et al. (2017a),
Aharonovich et al. (2017b), Ayobi et al. (2017), Barakat
et al. (2017), Caballero-Ruiz et al. (2017), Dietrich et al.
(2017), Downing et al. (2017), Eikey et al. (2017),
Fuller et al. (2017), Gu et al. (2017), Hales et al.
(2017), Hansen et al. (2017), Hostler et al. (2017), lljaz
et al. (2017), Isetta et al. (2017), Jospe et al. (2017a),
Jakicic et al. (2016), Lee et al. (2017), Mantani et al.
(2017), McDonald et al. (2017), McKnight et al. (2017),
Moho Shaiful et al. (2017), Mouzouras et al. (2017),
Mummah et al. (2017), Painter et L. (2017), Plow and
Golding (2017), Rader et al. (2017), Sage et al. (2017),
Selvan et al. (2017), Sieber et al. (2017), Simons et al.
(2017), Spring et al. (2017), Steinberg et al. (2017), Tu
et al. (2017), Turner-McGrievy et al. (2017), Velardo et
al. (2017)

VII




Table A.4 Key IT Functionalities that Enable ITSM Affordances

Studies that included this functionality

IT
Functionality | 2006 2010-2013 2014-2017
2009
Auto capture Donaldson Cadmus-Bertram et | Cadmus-Bertram et al. (2015), Felipe et al. (2015),
and al. (2013), Carteret | Goto et al. (2014), Greenwood et al. (2015), Hinnen et
(Automatic Normand al. (2013), Nakano al. (2015), Karhula et al. (2015), Kolodziejczyk et
measuring of (2009), et al. (2011), Raiff al.(2014), Laing et al. (2015), Morgan et al. (2014),
SM efforts) Sevick et al. and Dallery (2010), Nicklas et al. (2014), Or and Tao (2016), Partridge et
(2008) Roblin (2011), Ryan | al. (2016), Ruotsalainen et al. (2015), Timmerman et

et al. (2012),
Shuger et al.
(2011), Steinberg et
al. (2013), Welch et
al. (2013)

al. (2016), Abrantes et al. (2017), Andersen et al.
(2017), Ayobi et al. (2017), Biddle et al. (2017), Boyd et
al. (2017), Caballero-Ruiz et al. (2017), Carels et al.
(2017), Coppini et al. (2017), Cosson et al. (2017), di
Bartolo et al. (2017), Downing et al. (2017), Edge et al.
(2017), Garg et al. (2017), Gell et al. (2017), Goffinet et
al. (2017), Gu et al. (2017), Haak et al. (2017), Irace et
al. (2017), Jiet al. (2017), Jospe et al. (2017b), Kempf
et al. (2017), Jakicic et al. (2016), Lee et al. (2017),
Mathieu-Fritz et al. (2017), Mentis et al. (2017), Moho
Shaiful et al. (2017), Munster-Segev et al. (2017),
Nishimura et al. (2017), Olafsdottir et al. (2017),
Painter et L. (2017), Paula et al. (2017), Piras and
Miele (2017), Plow and Golding (2017), Polonsky et al.
(2017), Sasai et al. (2017), Selvan et al. (2017), Sieber
et al. (2017), Spring et al. (2017), Tu et al. (2017),
Turner-McGrievy et al. (2017), Velardo et al. (2017),
Vogel et al. (2017), Young et al. (2017)

User Reflection and Action Affordance

Data display

(IT offers
graphical,
numerical, or
textual feedback
of the SM
results with (1)
raw data (2)
simple
aggregation,
and/or (3)
evaluative
information that
relates the data
to a target, goal
or threshold)

Aharonovich
et al. (2006),
Donaldson
and
Normand
(2009),
Johnston et
al. (2009),
Sevick et al.
(2008), Tsai
et al. (2007),
Welch et al.
(2007)

Acharya et al.
(2011), Allen et al.
(2013), Burke et al.
(2012), Cadmus-
Bertram et al.
(2013), Carter et al.
(2013), Chambliss
et al. (2011),
Conroy et al.
(2011), Cushing et
al. (2011), Glasgow
et al. (2011),
Nakano et al.
(2011), Pedersen et
al. (2012), Raiff and
Dallery (2010),
Roblin (2011), Ryan
et al. (2012),
Schroder (2011),
Sevick et al. (2010),
Shuger et al.
(2011), Stark et al.
(2011), Webber et
al. (2010), Welch et
al. (2013),
Williamson et al.
(2010)

Ambeba et al. (2015), Berry et al. (2015), Bonilla et al.
(2015), Cadmus-Bertram et al. (2015), Dennison et al.
(2014), Dorsch et al. (2015), Faurholt-Jepsen et al.
(2015), Felipe et al. (2015), Festersen and Corradini
(2014), Goto et al. (2014), Greenwood et al. (2015),
Hinnen et al. (2015), Hutchesson et al. (2015), Jones
et al. (2014), Jongen et al. (2015), Karhula et al.
(2015), Kendall et al. (2015), Laing et al. (2015), Or
and Tao (2016), Partridge et al. (2016), Ruotsalainen
et al. (2015), Steinberg et al. (2014), Storni (2014),
Swendeman et al. (2015), Timmerman et al. (2016),
Tsanas et al. (2016), Umapathy et al. (2015), Wharton
et al. (2014), Wolin et al. (2015), Abrantes et al. (2017),
Adams et al. (2017), Aguiar et al. (2017), Aharonovich
et al. (2017b), Andersen et al. (2017), Ayobi et al,
(2017), Biddle et al. (2017), Boyd et al. (2017),
Caballero-Ruiz et al. (2017), Cai et al. (2017),Carels et
al. (2017), Coppini et al. (2017), Cosson et al. (2017),
di Bartolo et al. (2017), Downing et al. (2017), Edge et
al. (2017), Eikey et al. (2017), Fuller et al. (2017), Garg
et al. (2017), Goffinet et al. (2017), Gu et al. (2017),
Haak et al. (2017), Hales et al. (2017), Hansen et al.
(2017), Hostler et al. (2017), Irace et al. (2017), Isetta
etal. (2017), Ji et al. (2017), Jospe et al. (2017a),
Jospe et al. (2017b), Kempf et al. (2017), Jakicic et al.
(2016), Mantani et al. (2017), Mathieu-Fritz et al.
(2017), McDonald et al. (2017), McKnight et al. (2017),
Mentis et al. (2017), Moho Shaiful et al. (2017),
Mouzouras et al. (2017), Mummah et al. (2017),
Munster-Segev et al. (2017), Nishimura et al. (2017),
Olafsdottir et al. (2017), Painter et L. (2017), Paula et
al. (2017),Piras and Miele (2017),Plow and Golding
(2017),Rader et al. (2017),Sage et al. (2017),Sasai et
al. (2017),Selvan et al. (2017),Sieber et al.
(2017),Spring et al. (2017), Steinberg et al. (2017),Tu
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Table A.4 Key IT Functionalities that Enable ITSM Affordances

Studies that included this functionality

IT
Functionality | 2006 2010-2013 2014-2017
2009
et al. (2017), Turner-McGrievy et al. (2017),Velardo et
al. (2017), Vogel et al. (2017),Young et al. (2017)
Push Naylor et al. Burke et al. (2012), Ambeba et al. (2015), Berry et al. (2015), Dennison et
messages (2008); Tsai Carter et al. (2013), | al. (2014), Faurholt-Jepsen et al. (2015), Greenwood et
et al. (2007) Chambliss et al. al. (2015), Jones et al. (2014), Kendall et al. (2015),
(IT delivers (2011), Conroy et Morgan et al. (2014), Partridge et al. (2016), Sidhu et
messages or al. (2011), Cushing al. (2016), Steinberg et al. (2014), Swendeman et al.
prompts which et al. (2011), (2015), Thomas et al. (2015), Tsanas et al. (2016)..
can be 1) pre- Glasgow et al. Umapathy et al. (2015), Wharton et al. (2014), Wolin et
(2011), Nakano et al. (2015), Aharonovich et al. (2017b), Barakat et al.
set based on al. (2011), Pedersen | (2017), Biddle et al. (2017), Caballero-Ruiz et al.
user preference et al. (2012), (2017), Cai et al. (2017), Coppini et al. (2017), Fuller et
or schedule, or Steinberg et al. al. (2017), Hales et al. (2017), Hostler et al. (2017),
2) data-driven (2013), Turk et al. lljaz et al. (2017), Irace et al. (2017), Isetta et al
by users' own (2013), Wang et al. (2017), Jakicic et al. (2016), Mantani et al. (2017),
SM data) (2012) McDonald et al. (2017), Mouzouras et al. (2017),
Mummah et al. (2017), Munster-Segev et al. (2017),
Piras and Miele (2017), Sage et al. (2017), Simons et
al. (2017), Steinberg et al. (2017), Tu et al. (2017),
Velardo et al. (2017), Young et al. (2017)
Gamification N/A Glasgow et al. Jones et al. (2014), Abrantes et al. (2017), Adams et

(Gamify ITSM
tasks or SM
results display)

(2011), Raiff and
Dallery (2010)

al. (2017), Ayobi et al. (2017), Cai et al. (2017), Dietrich
et al. (2017), Eikey et al. (2017), Hales et al. (2017),
Hostler et al. (2017), Mantani et al. (2017), Mummah et
al. (2017), Sage et al. (2017), Sasai et al. (2017), Tu et
al. (2017)

Social Connections Affordance

Patient- N/A Chambliss et al. Faurholt-Jepsen et al. (2015), Festersen and Corradini

provider (2011), Ma et al. (2014), Greenwood et al. (2015), Jongen et al. (2015),

connection (2013), Pedersen et | Ruotsalainen et al. (2015), Timmerman et al. (2016),
al. (2012), Ryan et Umapathy et al. (2015), Caballero-Ruiz et al. (2017),

(IT-mediated al. (2012), Webber Cai et al. (2017), Garg et al. (2017), Hansen et al.

patient-provider etal. (2010) (2017), lljaz et al. (2017), Irace et al. (2017), Mantani et

R al. (2017), Mouzouras et al. (2017), Painter et L.

communication (2017), Piras and Miele (2017), Rader et al. (2017),

and , Velardo et al. (2017)

collaboration)

Peer-to-peer N/A Allen et al. (2013), Jones et al. (2014), Kolodziejczyk et al. (2014), Laing

interaction

(IT-mediated
social features
that allow social
comparison or
peer-to-peer
interaction)

Cadmus-Bertram et
al. (2013), Carter et
al. (2013), Glasgow
et al. (2011),
Krukowski et al.
(2013), Turner-
McGrievy et al.
(2013)

et al. (2015), Partridge et al. (2016), Ruotsalainen et al.
(2015), Cai et al. (2017), Dietrich et al. (2017), Eikey et
al. (2017), Hales et al. (2017), Mummah et al. (2017),
Rader et al. (2017), Spring et al. (2017), Tu et al.
(2017)




Appendix B — Literature Review Results for Essay 2

Table B1. Study Profile by Outlets and Publication Year (N=39)

Year
Journal 504 | 2005 | 2006 | 2007 | 2008 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 'O
EJIS 1 1
ISJ 1 3 4
ISR 1 1 1 2 1 2 1 1 1 11
JAIS 1 1
T 1 2 3
JMIS 1 1 2 3 10
MISQ 1 1 1 1 3 2 9
Total| 1 1 2 1 3 3 3 1 3 9 8 39
Table B2. Study Profile by Study Characteristics (N=39)
Year
Fisitorm 2004 | 2005 | 2006 | 2007 | 2008 | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | O
crowdfunding 1 0 1 4 8
group-buying 1 1 2
online auction 1 1 1 1 1 1 6
online knowledge market 1 1 2
online retalil 2 9 2 2 1 4 1 14
other 1 1 1 3
P2P lending 2 2 4
Total 1 1 2 1 3 3 3 4 1 3 9 8 39




IX

Study

Table B3. Detailed Coding of the Studies by Empirical Model and Offered Explanation

Offering causal capacity

Empirical Model

Agent cognitive
frames

Agent actions

Collective
outcome

Offered explanation & corresponding
mechanism

Benlian et Online product Trusting beliefs; Intention to purchase n/a Product recommendation = user
al. (2012) recommendation (provider perceived usefulness; evaluation = purchase intention [M1a,
recommendation vs. perceived ease of use; M2a]
consumer reviews); Product | perceived affective
type (moderator) quality
Burtch et al. | Others’ contribution n/a Crowdfunding n/a Others' prior decision = reinforcement
(2013) frequency; previous contribution (reciprocity, fairness, social norms) or
contribution; page views; substitute (altruism) = current
remaining budget, search contribution
trends [M1a, M2a]
Burtch et al. | Contributor information n/a Sbsequent contribution n/a Absence of information = greater
(2016) embedded in previous uncertainty & lower confidence =
contributions indecision& inaction
[M1la, M2a]
Burtch et al. | Point provision (yes or no); Campaign contribution Point provision =>visitors” sensitivity to
(2018) number of days remaining; (yes or no; amount) prior capital accumulation (observational
fundraising progress learning); signal of venture quality;
eliminate concerns about partial provision
- contribution
[Mla, M2a]
Carmi etal. | Exogenous shock (Oprah n/a n/a Sales rank Other (external factor)
(2017) Winfrey TV show; New
York Times); pre-event
average sales rank; book
network distance (to the
reviewed book)
Chen et al. Previous sales rank; n/a n/a Sales rank n/a
(2015) previous bulletins; previous
friend updates; price; release
Feller et al. n/a Likelihood of repaying n/a Information sharing = show social

(2017)

Explicit information
expectation (hard financial
data);

Implicit information
expectation (soft financial

investment; likelihood of
receiving investment

identity and personal cues = reliability
of borrowers = lending
[M1a, M2a]




110:¢

Study

Offering causal capacity

Empirical Model

Agent cognitive
frames

Agent actions

Collective
outcome

Offered explanation & corresponding

mechanism

data; humanising data;
appeals)
Forman et Reviewer identity n/a n/a sales Review & review source => heuristic
al. (2008) description; shared location shaping of product evaluation
[Mla]
Ge et al. Borrower’s disclosure of n/a Default the loan n/a Borrower’s social media = positive social
(2017) social media account; image & establish positive reputation =
borrower’s social network avoid loan default to reduce social stigma
size; social media message cost
posting [Mla, M2a]
Ghose et al. | Amazon price; used price n/a n/a Sales rank n/a
(2006)
Gleasure et | Material aspects of n/a Contribution practice n/a Enacted material aspects of crowdfunding
al. (2017) crowdfunding technology (passive vs. active) technology and production activities =
(reviews, video, synopsis, social drivers (willingness, desires, social
etc.); identity) = contribution practices
Material aspects of [le 2a]
internally managed
production activities
(editings, uploading,
publisher, etc.)
Gregg and E-image (profesionalism of | n/a Willingness to transact Price E-image+ product type = confidence in
Walczak business identity, listing premium product or company quality >
(2008) style); new vs. used product willingness to transact
(moderiton) e-image+ product type—> reducing
transaction risk=> price premium
[Mla, M5]
Gu et al. External WOM vs. internal n/a n/a Sales rank External WOM - reduce perceived risk
(2012) WOM (rating, number of -» involvement & information search
review); price; search behavior
interest [Mla, M2a]
Guo et al. Status capital; decisional n/a n/a Social return; | Professional capital (status & decisional)
(2017) capital; doctor group economic -> trust & perceptions on doctors’ ability
return and willingness = provide social and
economic return




[IX

Empirical Model

Offered explanation & corresponding

Study Offering causal capacity Agent cognitive Agent actions Collective e
frames outcome
[Mla, M2a]
Guo et al. n/a Perceived Seller’s intention to trade | n/a Installment of institutional mechanisms
(2018) effectiveness of: (e.g., feedback, seller protection) =
feedback mechanism, common understanding of how things are
seller protection, done & signal trustworthiness of buyer 2
cross-border delivery control risks& produce trust
Perceived national [M1a, M2
integrity of buyers
Seller’s trust in
buyers; perceived
risk of chargeback
fraud
Hinz et al. TV (disaster, world cup, US | n/a n/a Sales in unit | Other - External shock
(2016) presidential election)
Hong et al. Social media activity; n/a n/a Contribution | Embeddedness = trust & social image
(2018) network embeddedness; toward concerns = contribution toward public
public good vs. private good public goods | goods
campaign [Mla, M2a]
Hong and Service provider's country n/a Buyer selection n/a Providers' country = perceived technical
Pavlou (country differences, IT (contract) competency and functional competency
(2017) development level, service —> buyer selection
provider's reputation [Mla, M2a]
(moderator)
Hu et al. Product price; mean; review | n/a n/a Sales rank, Review = awareness of self-selection
(2017) volumes; SD of ratings; rating bias & product quality perception =
sales rank; price purchasing
[Mla, M2a]
Huang et al. | Social capital (cognitive Satisfaction Loyalty to the platform n/a Social interaction between buyers and
(2017) capital, structural capital, (economic (purchase intention) sellers = social capital = buyer
relational capital) satisfaction, social satisfaction = loyalty
satisfaction); [Mla, M2a]
Perceived
effectiveness of e-
commerce
institutional




AIX

Study

Empirical Model

Agent actions

Collective

Offered explanation & corresponding

Offering causal capacity Agent cognitive I —
frames outcome
mechanism
(moderator)
Jiang et al. Displayed lending statistics; | 1/a n/a Herding n/a
(2018) , : (cumulative
Non-salient lending :
s ) e investors by
information; Platform =
. the end of a
attributes as moderator :
2 given week)
(platform awareness, market
share, participants
composition)
Kim and Market maker reputation; Trust in market Transaction intention n/a Company reputation/ web usability/ web
Ahn (2007) market maker web usability | maker; trust in sellers security/ seller reputation = trust =
& security; seller expertise transaction intention
& reputation [Mla, M2a]
Kuan et al. Previous “buy” information; | Attitude toward the Intention to purchase n/a SoFial En'ﬂucncc (normative &
(2014) . . deal; informational) = conformity, desire to
like” information ; :
gain social rewards = payment
[Mla, M2a]
L1 and Hitt Long-term average review; n/a n/a Sales n/a
(2008) short-term deviation of the
review (review bias)
Liand Wu Past sales; past social media | n/a n/a Subsequent Past sales as quality signal =
(2018) WOM; experience vs. search incremental | gheervational learning (belief update) =
goods sales payment
social media WOM —> awareness effect
& reduce quality uncertainty = payment
[Mla, M2a|
Lin et al. Product network attributes n/a n/a Sales Network diversity in the outgoing
(2017) (diversity & stability; network = distract attention

incoming vs. outcoming; co-
view vs. co-purchase);
product characteristics (list
price, review volume,
review rating, past sales,
inventory, bookmarks)

incoming network = increased exposure

network stability=> product search effort
perception & perception about the
associated product

[Mla]




AX

Study

Offering causal capacity

Empirical Model

Agent cognitive
frames

Agent actions

Collective
outcome

Offered explanation & corresponding
mechanism

Liu et al. Free version offering; free n/a n/a Paid version | Free version & awareness, interest,
(2014) version ranking; free version download create direct interaction = better
rating; affective and cognitive responses =2
Paid version rating; payment
Hedonic app Ratings = product visibility and quality
- payment
[Mla, M2a]
Oestreicher- | Network effect (PageRank) n/a n/a Distribution | n/a
Singer and of revenue
Sundararajan (Gini)
(2012)
Ou et al. Use of IM; message box; Swift guanxi; trust Repurchase n/a Use of IT = sense of interactivity &
(2014) feedback system; presence —» create a condition for
Interactivity; presence building mutual understanding (trust &
guanxi) = reduce product uncertainty
and transaction risk perceptions =
repurchase
[Mla, M2a]
Ozpolat et Seal; search engine referral; | n/a n/a Purchase Third-party verification—> reduce info
al. (2013) direct traffic; session conversion asymmetries & engender trust=> purchase
duration [Mla, M2a]
Pavlou and n/a Perceived Transaction n/a Market-driven reputation & expectation
Gefen effectiveness of => transaction
(2004) (feedback [M2a]
mechanism, escrow
services, credit card
guarantees), trust in
intermediary
trust in sellers;
perceived risk
Pavlou and Buyer's past experience; Community Transaction n/a Seller information = buyer’s
Gefen sellers past performance; psychological psychological contract violation, =
(2005) contract violation; transaction
individual

psychological
contract violation;

buyer’s psychological contract
violation—=>trust, perceived risk
[Mla, M2a]




IAX

Study

Offering causal capacity

Empirical Model

Agent cognitive
frames

Agent actions

Collective
outcome

perceived
effectiveness of
institutional
structures; trust in
community of sellers;
perceived risk, price

Offered explanation & corresponding

mechanism

concentration

premium
Reiner et al. | Buy-now feature n/a Number of bids per Number of Buy-now feature = prevent high loss =2
(2014) bidder; bidders; attract additional bidders, number of bids
auctioneer per bidder
profits per [Mla, M2a, M5]
auction
Thies et al. Past eWOM (Facebook n/a Current eWOM; n/a eWOM - pre-choice evaluation >
(2016) shares, comments); Contribution decision contribution decision
popularity (other’s funding _— . .
behavior) contribution—=> se]ftr‘eprefsenlauon. self-
enhancement = diffuse eWOM
other backers” funding behavior = infer
product utility = funding decision
[Mla, M2a]
Thies et al. Input control n/a n/a Fund n/a
(2018) demand,
supply and

Van Slyke et

N/A

Concern for

Willingness to transact

n/a

Merchant relationships as social contract

neutral, risk-seeking)

al. (2006) information privacy; —>Privacy violation (concern) = risk &
familiarity; Trust; trust = transaction willingness
risk perception [M2a]
Wu et al. Review volume; review Buyer's risk attitude | Willingness to pay n/a Review volume= buyer's perceived
(2013) valence; product price (risk-averse, risk- (WTP) risk=> WTP i

review valence = buyer's perceived risk
& perceived value2>WTP

price = buyer's perceived risk &
perceived value> WTP
[Mla, M2a]




[TAX

Offering causal capacity

Empirical Model

Agent cognitive
frames

Agent actions

Collective
outcome

Offered explanation & corresponding

mechanism

Xuand Chau | Amount of direct lender- Perceived accuracy; n/a The listing’s | Information source serves as quality
(2018) borrower communication; perceived funding signal = lender trust = lending decision
Positive vs. negative completeness; Success; Peer comments serve as quality signal
comments; The final —~>reduce risk and uncertainty = lending
Response timeliness; Credit interest rate | decision
grade (moderator) Information quality perception = risk
assessment and trust = lending decision
[Mla, M2a]
Zheng et al. | Entrepreneur activeness; Perceived control; commitment n/a Value cocreation (sponsored &

(2018) sponsor co-creation; social Self-rated autonomous) = psychological ownership
connection investment; Intimate > commitment
knowing; [Mla, M2a]
psychological
| ownership
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Table C1. Correlation Matrix

Appendix C — Correlation Matrix and Hyperparameters for Essay 3

Vi V2 V3 V4 V5 Vé v7 Ve V9 V1o Vil vi2 V13 V14 V15 V16 V17 V18
1-Titlel 1.000
2-Title2 -0.648 1.000
3-Ranking] 0.053 0.010 1.000
4-Ranking2 -0.076 0.013 | -0.625 1.000
5-PhysicianTenure 0350 [ -0.072 0.108 | -0.146 1.000
6-TotalDialogue -0.038 0.051 0.026 | -0.015 | -0.032 1.000
7-PatientPosts -0.025 0.054 0.032 | -0.020 | -0,020 0.977 1.000
8-PhysicianPosts -0.064 0.027 | 0.001 0.004 | -0.057 0.786 0.634 1.000
9-SocialReturn 0.032 0.002 0.006 | -0.020 0.081 0.254 0.233 0.242 1.000
10-ServiceDuration 0.037 | -0.017 0.010 | -0.007 0.085 0.238 0.234 0.181 0.098 1.000
11-ResponseRate -0.063 -0.003 | -0.040 0.035 | -0.038 0.253 0.092 0.642 0.099 0.063 1.000
12-QuestionFrequency -0.007 0.006 0.016 | -0.014 | -0.029 | -0.206 | -0.148 | -0.316 | -0.180 | -0.280 | -0.311 1.000
13-Servicelntensity 0.113 -0.049 0.012 | -0.010 0.095 0.116 0.120 0.071 -0.016 0.045 0.052 0.064 1.000
14-OfflineConnection -0.205 0.103 | -0.004 0.035 | -0.300 0.151 0.153 0.102 | -0.133 | -0.076 0.006 0.035 | -0.080 1.000
15-Status | 0.155 =0.077 0.003 | -0.033 0.197 | -0.115 -0.115 -0.081 0,075 | -0.011 -0.028 0.039 0.036 | -0.681 1.000
16-Status2 0.047 -0.032 | -0.005 0.006 0.103 | -0.022 -0.036 0.026 | -0.073 0.152 0.134 | -0.123 0.104 | -0.298 | -0.139 1.000
17-AnswerFrequency -0.065 0.016 | -0.020 0.013 -0.053 0.018 [ -0.040 0.179 | -0.052 | -0.195 0.498 0.376 0.051 0.041 0.008 | -0.008 1.000
18-Location 0.028 -0.018 0.033 | -0.108 0.061 0.006 0.012 | -0.013 0.018 0.009 | -0.035 0.007 0.053 | -0.096 0.074 0.049 | -0.029 1.000

Note. Correlations above 0.3 are labeled in gray.
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Table C2. Hyperparameter Selection and Tuning

| Alg rrli-thm Hyperparameters O\f;'l:‘:l Explanation Other Default Configurations
Naive Laplace smoothing - minimum standard deviation: 1e-10
Bayes ter [0-2 1 It sets the conditional probability of a predictor. - minimum probability for observations
(H20) pRiiieter (0] without enough data: 0.001
Minimum leaf size 5 It defines the minimum sample needed in a leaf node, which - pruning: enabled (MDL method)
[2-10] is used to control overfitting. - reduced error pruning: enabled
Simple - quality measure: Gini index
decision Siinirnamnods §k Minimum number of samples required to split a node. This is | - average split point (the split value for
tree (min_leaf_size *2) 4 a stopping criterion; if the sample size is smaller this number, | numeric features): the mean value of two
- - the tree will not grow further. adjacent feature values
-tree depth: unlimited
MLP ; ) Maximum number of learning iterations. It describes the ; .
neural el\snc?o); iterations [100- 140 number of times a batch of data passes through the : :322:: g; 2:322: I:gfrrg'r"; —_—"
network™ algorithm to complete one epoch. P yet.
The assumption of coefficient distribution which is related to
regularization (i.e., the technique to shrink the learned
o S regression coefficient towards zero to avoid overfitting).
(Pur:‘?frof:;trggi::: & Giiies Uniform: no regularization
La Iacej Gauss: the coefficients are assumed to be normally . ) )
P distributed, which is equivalent to using L2 regularization. - algorithm: stochastic average gradient
Logistic Laplace: the coefficients are assumed to follow a Laplace - learning rate: 0.1
regression distribution, which is related to L1 regularization. - epsilon (determine whether the model
Variance of prior Controls the degree of regularization. The regularization converge): 1e-5
distribution (var) 0.1 coefficient 1 = ﬁ Thus, the larger the variance, the less the
[0.01,0.05, 0.1] regularization.
The maximum number of learning iterations. (The algorithm
Epadis i stops when it reaches convergence)
Number of trees in the 50 Including more trees is better to learn the data, but it
forest [50,300] significantly slows down the training process. prc _ )
: - - - minimum relative improvement rate:
- The more splits a tree has, the more information can be 0.00001
Random : o captured from the data, but a higher depth means the .
forest IR gosian Ui 6 algorithm learns the relations at a very specific level (i.e - sample rate per tree: 1
(H20) (tree depth) [2,6] overfitting) o - class specific _sample rate per tree: 1
Y p———- - — — - feature sampl!ng rate per treg: 1
sEasHvibeRE T leal | 2 It defines the minimum sample needed in a leaf, which is - feature sampling rate per split: 1
(min leaf size) [2-10] used to control overfitting.
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Table C2. Hyperparameter Selection and Tuning

ML Optimal . . .
Alborithm Hyperparameters Valis Explanation Other Default Configurations
AdaBoost : ; - . - number of models to learn: 10
raa Min leaf size [2-10] 8 The minimum sample needed in a leaf node. - Other default decision tree settings

Number of trees . . : - maximum tree depth: 10
[<100, <200, <300] 100 Specifies the optimal number of trees to grow in the model. « Finifmm observations for a leaf 10
- loss function: auto
Gradiant - random seed: yes
- - mini lative i t rate:
Boost tree O The scalar that determines the size of each learning step. A | on(;érgqqum relative improvement rate
(H20) [0.05, 091' 0.3, 0.5] 0.1 :owelr I??trning rate requires more trees to achieve the same | _ :v,ample rate per tree: 1
RV k. - class specific sample rate per tree: 1
- feature sampling rate per tree: 1
- feature sampling rate per spilit: 1
0Et§ ig'sof' 0.05,0.1, 0.3 Similar to the concept of learning rate in gradient boosting. ;cr::jlg{rqum sum of observation weight in a
: The minimum loss reduction required to make a further split - maximum delta step: 0 (no constraint)
XGBoost s . ! of a tree - subsampling rate: 1
free Tree depth [2-10] 6 The maximum depth of a tree. - feature sampling rate per tree: 1
- feature sampling rate per split: 1
(H20) e :
Boosting rounds [50 - L2 regularization (lambda): 1
100 208] ! 50 Rounds of boosting iteration. - L1 regularization (alpha): 1
' - tree construction method: auto
- grow policy: split nodes closest to the root

Note. (H20) in brackets means the algorithms are run under H2O.ai frame, and the available hyperparameters are summarized at:
http://docs.h20.ai/h20/latest-stable/h20-docs/parameters.html. Other algorithms are run with KNIME platform.




Appendix D — Additional Analysis for Essay 3
1. Additional Analysis with Balanced Data

We randomly selected 492,902 free-only transactions (because Np.ig=492,902) and
repeated the whole procedures with three algorithms — logistic regression, decision tree
and random forest. The model performance and feature importance results are presented
in Table D1 and D2. In general, the changes for all performance measures are minor.
Logistic Regression and Random Forest improved recall at about 4.5%, indicating a
reduction in type Il error, whereas the improvement in the decision tree is negligible. The
change in overall performance measures (i.e., balanced accuracy, Cohen’s kappa and
AUC) is minor across all three algorithms. Feature importance ranking is very similar to
the main analysis — offline connection, total dialogue, response rate, social return, prior
exam and private are consistently ranked highly, whereas physician title, question
frequency, and the second-tiered hospital ranking are consistently ranked low. However,
the tree structure is much clearer for the balanced data (see Figure D1). In summary,
features related to service quality and patient involvement seem to be more important than

physician offline reputation (e.g., affiliation and title).

Table D1. Model Performance for Balanced Data

LR DT RF
Score Change Score Change Score Change
Recall 0.897 +0.046 0.955 +0.006 0.953 +0.045
Precision 0.905 +0.009 0.990 +0.002 0.966 -0.018
Specifity 0.906 -0.050 0.991 -0.004 0.968 -0.025
F-measure 0.901 +0.028 0.972 -0.004 0.959 +0.015
Accuracy 0.902 -0.021 0.973 -0.008 0.961 -0.006
Batanoad 0.902 10.001 0.973 +0.001 0.961 +0.010
accuracy
Cohen's kappa 0.803 -0.015 0.946 -0.009 0.922 +0.001
AUC 1.000 0.000 0.988 0.000 0.989 +0.001
Prior distribution: Laplace :lumlt)erzosmz)trees in the
; ; ; orest=
Hyperpager?g::: ::I/iz::'?t?jt?oﬂff gﬂr Minimum leaf size= 4 Minimum leaf size = 6
Epochs=10,000 Tree depth =6
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Table D2. Feature Importance Based on Balanced Data

LR DT RF
1 Response rate (-12.072) Offline connection (1) Offline connection (29.79%)
2 Offline connection (-5.025) Social return (2) Total Dialogue (19.14%)
3 Social return (-2.563) Total dialogue (2) PriorExam (16.20%)
4 Patient posts (-2.457) Private (3) Response rate (13.72%)
5 Total dialogue (2.340) Response rate (3) Patient posts (10.21%)
6 PriorExam (1.701) PriorExam (4) Social return (5.74%)
7 Private (-0.682) Question_frg (5) Answer_frq
8 Answer_frq (-0.283) Answer_frq (5) Private
9 Ranking 2 (-0.268) Patient posts (6) Question_frg
10 Question_frq (-0.137) Title 1 (7) Title 1
i Title 1 (-0.099) Ranking 2 (10) Ranking 2

Note. LR-logistic regression. Coefficients are shown in the brackets. DT — (simple) decision tree. The
numbers in the brackets show the highest level of tree splits; RF — random forest. The numbers in the
brackets show the percentage feature importance (only those above 5% are shown).
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free (450, 195/887,224)
- Table:
Category % n
free 50.7 450,195
paid 4.3 437,029
Total 100.0 887,224
T
offline
No Yes
paid (278,495/335,736) | free (392,954/551,488)
W Table: | w Table:
Category % n Category % n
free 170 57,241 free 713 392,954
paid 83.0 278,455 pad 28.7 158,534
| Total 37.8 335,736 Total 62.2 551,488
. = - ———
Social Return Total Dialogue
[&] (- \I
| . |
No Yes <=10.5 >10.5
—— . — — 1 \ il \ - 1
pad (249,318/271,573) free (34,986/64,163) free (324,179/343,003) paud (139, 710/208,485)
w Table: v Table: w Table: w Table:
Category % n Category % n Category % n Category % n
free B.2 22,255 free 54.5 34,986 free 94.5 324,179 free 33.0 68,775
paid 918 249,318 paid 45.5 29,177 pad 55 18,824 paid 67.0 139,710
“‘:mal 30.6 271,573 Total 7.2 64,163 Total 38.7 343,003 Total 23.5 208,485
— ") | Heme e S At e = ke -
Private Total Dialogue Response Rate Response Rate
e =l [S] Q|
f ) ) [ | [ !
No Yes <=9.5 >9.5 <=0.39 >0.39 <=0.28 >0.28
= I — : L L . L o 1 1 e o | S S e
’ \ ‘
pad (214, 755/217,211) paid (34,563/54,362) | free (20,45134,140) | | peid (24,485/0,020) free (298,469/304,481) free (25,710/38,542) free (68,775/123,537) paid (84,548/84,948)
|
w Table: w Table: | w Table: | | = Table: w Table: w Table: | = Table: w Table
Category Category % n Category % n ‘Calroav % n Category % n Category * n Category % n Category % n |
[ free free ¥.4 19,79 free 86.3 29.451 free 184 5535 free 98.0 298,469 free 66.7 25710 free 55.7 68775 free 0.0 o
paid paid 63.6 34,563 pad 13.7 4,692 paid BL6 24,485 paid 2.0 5,992 pasdt 333 12,812 paid 443 54,762 | paid 100.0 854,948 |
Total Totsl 6.1 54,362 Total 38 34,14 Total 14 2,020 | Total 3.3 304,461 Total 43 3,542| | Tota 13.9 123,537 Total 9.6 84,948 |
w |
| |
®| ®| o] @] ® @&

Figure D1. A Decision Tree Based on Balanced Data




2. Comparing Areas with Rich versus Few Healthcare Resources

We randomly selected 81,311 free records from remote areas and 474,203 free records
from resource-rich areas to balance the paid records. Results are presented in Table D3
and D4. The model performance scores are similar to those of the main analysis (as well
as the analysis with balanced data) with slightly lower scores for the remote areas,
indicating that the applicability of our model is not influenced by physicians’ location.
However, although the overall feature importance ranking is similar to the main analysis
(i.e., service quality features and patient involvement features rank much higher than
physician reputation features), remote areas with few healthcare resources present quite
different feature configurations according to the decision tree structure and logistic
regression (see Figure D2). In general, the amount of total dialogue is the dominant feature
that is associated with payment. For the consultations with fewer communication turns,
patients with oftline connections are less likely to pay, unless total dialogue and response
rate are high. Social return may substitute payment as indicated by 73% of the patients
who had no offline connections but provided social returns did not go beyond free
services. However, the amount of patient posts only exhibits important impact for those
from remote areas with few healthcare resources. It may be due to the differences in
medical consultation habits, or difficulties in building trust and commitment for those
“less known” providers. More research needs to be done to explore the reason behind this

difference.
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Table D3. Model Performance Comparison between Areas with Balanced Data
Areas Rich in Healthcare Resources Areas with Few Healthcare Resources

LR (balanced) DT (balanced) RF (balanced) LR (balanced) DT (balanced) RF (balanced)
Score Change Score Change Score Change Score Change Score Change Score Change
Recall 0.898 0.002 0.956 0.001 0.954 0.001 0.928 0.031 0.948 -0.007 0.959 0.006
Precision 0.906 0.000 0.991 0.000 0.967 0.002 0.926 0.021 0.995 0.004 0.957 -0.009
Specifity 0.906 0.000 0.991 0.000 0.969 0.001 0.926 0.020 0.995 0.004 0.957 -0.011
F-measure 0.902 0.001 0.973 0.000 0.961 0.001 0.927 0.026 0.971 -0.002 0.958 -0.001
Accuracy 0.902 0.001 0.973 0.000 0.961 0.001 0.927 0.026 0.971 -0.002 0.958 -0.003
Balanced accuracy | 0.902 0.001 0.973 0.000 0.961 0.001 0.927 0.026 0.971 -0.002 0.958 -0.003
Cohen's kappa 0.805 0.002 0.947 0.001 0.923 0.001 0.854 0.051 0.943 -0.003 0.916 -0.006
AUC 1.000 0.000 0.988 0.000 0.988 0.000 1.000 0.000 0.983 -0.005 0.989 0.000

Note. Nrich=1 ,482,554, New=1 00,01 0, Nfew-pald =81 ,31 1, Nrich-pa|d=474,203

Table D4. Feature Importance Comparison between Areas with Balanced Data

Areas Rich in Healthcare Resources Areas with Few Healthcare Resources
LR DT RF LR DT RF
Response rate Offline connection ; i Total Dialogue
1 Offline (30% Res te (-11.09*** Total dial 1
(-12.02%%) (1) ine (30%) ponse rate ( ) otal dialogue (1) (32.5%)
Offline connection ) ) : ; : . .
2 (-5.11%*%) Social return (2) Total Dialogue (18.6%) | Offline connection (-4.12***) | Offline connection (2) Offline (17.4%)
Social ret
3 (;éegr?~:1)rn Total dialogue (2) Status1 (16.5%) PriorExam (3.03***) Response rate (2) Resi;:g?gsa)rate
Patient t i
4 E(I-;:;:‘O*j 2 Private (3) Response rate (13.6%) Patient posts (-2.74***) Social return (3) Pa(*?g%&)oz?s
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Table D4. Feature Importance Comparison between Areas with Balanced Data

Areas Rich in Healthcare Resources Areas with Few Healthcare Resources

LR DT RF LR DT RF
5 Total Dialogue (2.33***) | Response rate (3) Patient posts (9.9%) Total Dialogue (2.60***) PriorExam (4) PriorExam (9.7%)
6 Status1 (1.62***) PriorExam (4) Social return (6%) Status2 (1.32***) Patient posts (5) Question_frq
7 Status2 (-0.81***) Answer_frq (6) Answer_frq Social return (-0.92***) Title 1 (6) Answer_frq
8 Ranking2 (-0.35***) Question_frq (7) Status2 Title1 (-0.49***) Private (7) Social return
9 Answer_frq (-0.31***) Title1 (7) Question_frg Ranking2 (-0.18) Question_frq (8) Private
10 | Question_frq (-0.13***) Ranking2 (8) Title1 Answer_frq (-0.08) N/A Title1
11 Title1 (-0.07***) Patient posts (9) Ranking2 Question_frg (-0.03) N/A Ranking2

Note. LR-logistic regression. Coefficients are shown in the brackets. DT — (simple) decision tree. The numbers in the brackets show the highest level of tree splits;
RF — random forest. The numbers in the brackets show the percentage feature importance (only those above 5% are shown).
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Figure D2. A Decision Tree with Balanced Data for Remote Areas with Few Healthcare Resources




3. Comparing the Ten-Year Model with a Four-Year Model

In total, there are 1,090,041 consultation records after 2015 (Nfee=783,769 and
Npeid=306,272). We create a balanced dataset by randomly selecting 306,272 free-only
records. The ML performance results and feature ranking are presented in Table D5 and
D6. Logistic regression exhibits a better classification for the more recent data — there is
an 8.5% improvement in recall, 7.1% improvement in F-measure, 7% improvement in
Cohen’s kappa and 4.1% improvement in balanced accuracy — whereas decision tree has
a minor reduction in performance. All three ML algorithms exhibit excellent overall
classification performance. The feature ranking is consistent with the main analysis (as
well as the other additional analyses) — total dialogue, offline connection, prior
examination and response rate are ranked highly, and physician title and affiliation are
ranked low. The amount of patient posts is a bit controversial since decision tree ranked
it low, whereas the other two algorithms ranked it highly. In general, the performance of

our model is not influenced by potential systematic differences due to the market cycle.

Table D5. Model Performance for Balanced Four-Year Data

LR DT RF
Score Change Score Change Score Change
Recall 0.936 0.085 0.954 0.004 0.954 0.046
Precision 0.951 0.055 0.989 0.000 0.974 -0.010
Specifity 0.952 -0.004 0.990 -0.006 0.975 -0.018
F-measure 0.944 0.071 0.971 0.002 0.964 0.019
Accuracy 0.944 0.021 0.972 -0.009 0.964 -0.002
Cohen's kappa 0.888 0.070 0.943 -0.012 0.929 0.008
Balanced accuracy 0.944 0.041 0.972 -0.001 0.964 0.014
AUC 1.000 0.000 0.986 -0.002 0.988 0.000
LR DT RF

1 Total Dialogue (61.25***) Offline connection (1) Offline connection (30%)

2 Patient post (-45.27***) Social return (2) Total Dialogue (20%)

3 Response rate (-10.21***) Total dialogue (2) Response rate (17.2%)

4 Offline connection (-5.71***) Private (3) PriorExam (17%)
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Table D6. Feature Importance Based on Balanced Four-Year Data

LR DT RF
5 PriorExam (2.09***) Response rate (3) Patient post (8.8%)
6 Social return (-1.43***) PriorExam (4) Private
7 Answer_frq (-0.71%*) Question_frg (5) Social return
8 Private (0.36***) Ranking 2 (7) Answer_frg
9 Question_frg (0.15***) Title 1 (8) Question_frq
10 Ranking2 (-0.05) Patient posts (9) Title1
1 Title 1 (0.0086) Answer_frq (9) Ranking2

Note. LR-logistic regression. Coefficients are shown in the brackets. DT — (simple) decision tree. The
numbers in the brackets show the highest level of tree splits; RF — random forest. The numbers in the
brackets show the percentage feature importance (only those above 5% are shown).

4. Additional Analysis with Outliers

There are 1,691,491 consultation records available in total if outliers are included
(Npaid=545,134; Npee=1,146,357). A balanced dataset is created using 545,134 randomly
selected free-only records. The performance measures and feature importance rankings
presented in Table D7 and D8 exhibit similar patterns with only minor changes from the
main analysis. This indicates that the model with 11 features is robust to outliers (e.g.,

extreme cases and possible bad data points due to deficiencies in the web crawler).

Table D7. Model Performance for Balanced Data with Outliers

Score Change Score Change Score Change
Recall 0.905 0.054 0.965 0.016 0.931 0.023
Precision 0.906 0.010 0.993 0.004 0.969 -0.015
Specifity 0.905 0.054 0.965 0.016 0.931 0.023
F-measure 0.905 0.032 0.979 0.010 0.950 0.005
Accuracy 0.905 -0.018 0.979 -0.002 0.951 -0.015
Cohen's kappa 0.811 -0.007 0.958 0.003 0.902 -0.018
Balanced accuracy 0.905 0.002 0.979 0.007 0.951 0.000
AUC 1.000 0.000 0.991 0.003 0.987 -0.001
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Table D8. Feature Importance for Balanced Data with Outliers

LR DT RF
1 Total Dialogue (60.24***) Offline connection (1) Offline connection (24%)
2 Patient posts (-49.59***) Social return (2) Response rate (21%)
3 Response rate (-4.90**) Total dialogue (2) Total Dialogue (19%)
4 Offline connection (-3.91***) Private (3) PriorExam (14%)
5 Social return (-1.80***) Response rate (3) Patient posts (11%)
6 PriorExam (1.40***) PriorExam (4) Social return (6%)
i Answer_frq (-0.67***) Question_frg (5) Question_frq
8 Private (-0.61***) Answer_frq (8) Private
9 Question_frg (-0.54***) Title 1 (8) Answer_frq
10 Ranking2 (-0.23***) Patient posts (9) Title1
11 Title 1 (-0.11***) Ranking 2 (9) Ranking2

Note. LR-logistic regression. Coefficients are shown in the brackets. DT — (simple) decision tree. The
numbers in the brackets show the highest level of tree splits; RF — random forest. The numbers in the
brackets show the percentage feature importance (only those above 5% are shown).
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