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Abstract

In this thesis, we propose the use of text mining to achieve a computer aided literature

review. By using simple keywords as “SME financing difficulties” and “Fintech SME

solution”, a set of papers were obtained related to fintech and financing SMEs. We then

propose to apply text mining in order to classify the so obtained papers and extract the

most important information from those documents before reading them. The researcher

may then focus on one aspect of the problem with no need to read all the document of

select arbitrarily some of them.
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Introduction

The goal of the thesis is to summarize the financing difficulties of SMEs and the Fintech

as a new tool to resolve the financing difficulties of SMEs based on the clustering algo-

rithms. More precisely, we propose to use text mining to support researchers for building

literature review.

To present our research, we divided the thesis into five chapters. The first chapter will

focus on the context of SMEs/banks/Fintech. In this chapter, we will use the situation of

SMEs in Canada as an example to illustrate the importance of SMEs in a country’s econ-

omy as well as the current status of SMEs’ financing. In addition to that, we will conclude

the reasons that cause the current status of SME financing. We will also compare the dif-

ferences between traditional and Fintech financing. The second chapter is the literature

review on web mining and text mining. We present the main ideas of web mining and text

mining in the context of clustering algorithms. The third chapter is the technical part of

the thesis. To start our search, our keywords are set to "SME financing difficulties" and

"Fintech SME solutions." We also analyze the structure of web pages and illustrate how

we scrape the pdf files and HTML files as our dataset from the internet. After scraping

the pdf files and HTML files, we explain how we proceed with the clustering algorithms.

To conduct the clustering algorithms, we first built a corpus and then preprocessed our

dataset. After getting the "clean" dataset, we select the best K based on the elbow curve.

We used the best K on K means and hierarchical clustering to get the clustering results.

The fourth chapter will present the description of each cluster and make an overview to

links of each cluster. The fifth chapter is the conclusion of the thesis, and we will also



present the ideas for future researchers.
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Chapter 1

Context

1.1 Importance of SMEs

In the American economy, there are 30 million small businesses representing nearly 99

percent of all American companies (Mills and McCarthy 2016). In Canada, SMEs also

play an important role in the economy, and the following will present the importance of

SMEs in the Canadian economy.

According to criteria from the Canadian government (2013), a business establishment

must meet one of the following criteria: have at least one paid employee (with payroll

deductions remitted to the Canada Revenue Agency (CRA)), have annual sales revenues

of $30,000, or be incorporated and have filed a federal corporate income tax return at least

once in the previous three years.

The data (Industry Canada 2013) is based on the businesses that are neither self-employed

nor "indeterminate." It also does not take industrial sectors into account. These industrial

sectors include public administration (schools and hospitals), public utilities and non-

profit associations. Although there are many ways to define the size of the enterprise, the

data in the following context is defined based on the number of people employed by the

company. According to the concept from Statistics Canada (2013), SME is a business

establishment with 1-499 paid employees.



From the classification of enterprises, we can have a general idea of different sizes of

enterprises from figure 1, and 99% of the entire business in Canada can be defined as a

small business.

Figure 1: Distribution of SMEs by Size of Business, 2011

From different sectors’ perspectives, we can get more detailed information about SMEs.

According to Statistics Canada (2019), as of December 2017, there are a total of about

1.18 million businesses in Canada. Among these businesses, 97.7% are small enterprises,

which are 1.15 million, and 1.9% are medium-sized businesses, which are 21926 medium-

sized enterprises. About 0.2% are large enterprises. Figure 2 shows a detailed picture,

and we can see that three out of four business has 1-9 employees. We can also know

that in both of service industry and goods industry, the number of SMEs accounts for

the vast majority of the total number of enterprises (Innovation, Science and Economic

Development Canada 2019).

Although SMEs occupy the majority of the total businesses. It can be seen in figure 3 that

SMEs tend to decline as the number of years increases. The horizontal axis of the graph

indicates that the years of the establishment of the business on average based on the initial

business size.
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Figure 2: Number of employer businesses by sector and business size(number of employ-
ees), December 2017

Figure 3: Survival rate by initial business size
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From the number of workforce’s perspective, it can be seen that SMEs also employ the

majority of workforce. In 2017, private companies employed about 11.9 million people.

Most of them work for small businesses. As it can be seen from figure 4, small businesses

attract the largest number of workforce, which are approximately 69.7% (8.3 million) of

the workforce, and about 19.9% (2.4 million) of the workforce work for medium-sized

companies. Large companies only attracted about 10.4% (1.2 million people). There are

about 89.6% (10.7 million) of the employed people working in small and medium-size

companies (SMEs).

Figure 4: Distribution of private sector employees by business size, 2017
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SMEs not only play a vital role in the number of total businesses and the total employed

population but also has an essential impact on the contribution rate of GDP. Statistics

Canada (2019) has drawn a graph of the growth of GDP in the private sector from 2002

to 2014, as shown in the figure 5. From the overall trend, it can be seen that from 2002

to 2014, the ranking of the contribution rate of GDP in three different sized businesses

has not changed much. From the average data from 2010 to 2014, it can be seen that the

contribution rate of small enterprises to GDP is 38.4%. The contribution rate of medium-

sized enterprises to GDP is 11.8%. Large enterprises that contribute the most to GDP

accounted for 49.8%. Although large companies accounted for the most considerable

contribution rate of GDP, SMEs exceeds the 50% contribution rate of GDP.

Figure 5: Contribution to GDP by business size, Canada, 2002-2014
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1.2 Current Status of Small and Micro Enterprise

Financing

Statistics Canada (2013) conducted a related survey on SME financing in 2011. The

survey data was sampled by 10,000 survey respondents showing that about 36% of SMEs

demanded external financing and obtained 36$ million of capital.

According to Statistics Canada (2013), all kinds of companies have financing needs. For

example, in 2011, about 39% of start-up businesses have financing needs. There are also

financing needs for businesses that have been established for more than 20 years, and

these companies account for 34% of the total financing companies.

Start-up SMEs lack credit lines and therefore, the demand for loans from financial institu-

tions is generally not met. Only about 40.9% of businesses received credit from financial

institutions.

Overall, 36% of SMEs require external financing. Many startups choose not to seek

external financing. According to the data, 6.6% of companies that have operated for two

years or less have not chosen external financing, while only 1.2% of companies that have

been in business for more than 20 years have chosen to finance.

We can see the basic situation of financing needs according to the number of years of

enterprise establishment from figure 6. The horizontal axis represents the debt requested

rate, and the vertical axis represents the authorized-to-requested. It can be seen from

figure 6 that the startup that is established in two years or less is the hardest to get financed.

There is a 27.5% request rate in this category, but there are only 81% of authorized-to-

requested. For companies that have a more extended establishment period, e.g. establish-

ment of 2 years to 10 years, The 27.1% request rate corresponds to 86.3% authorized-to-

requested.

8



Figure 6: Authorized-to-Requested Ratio versus Debt Request Rate by Category of SME,
2011

One of the reasons why SMEs cannot effectively obtain loans is that between 2007 and

2011, 90-day delinquency rates for small businesses reached only 0.96%, compared with

only 0.22% for medium-sized companies (Industry Canada 2013), and it implies that

lending money to SMEs is riskier. This can partly explain why SMEs have lower approval

rates and lower authorized-to-requested ratios.

In general, SMEs have different levels of financing difficulties depending on reasons such

as the number of years of establishment, the number of employees. As a pillar of the

Canadian economy, SMEs have a vital role in future economic growth. Solving the prob-

lem of financing difficulties is the key to the development of SMEs.
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1.3 Difficulties to access traditional financing

SMEs contribute a lot to the Canadian economy, but face financing difficulties. Lots

of researchers have mentioned that banks can be the main lenders for SMEs, and many

reasons make it difficult for SMEs to borrow from banks. After communicating with

some bank employees, we can conclude that the credit rating of an enterprise is one of

the important criteria for determining whether a borrower can obtain loans from a bank

or not. Low credit rating scores of enterprises in banks will restrict SMEs to have access

to loans from banks. Normally, low credit rating scores are caused by following reasons:

1.3.1 Information asymmetry

Stiglitz and Weiss (1981) first use the theory of information asymmetry to explain the

phenomenon of credit rationing: there is information asymmetry between banks and bor-

rowers, and the requirements of raising banks’ interest rate and collateral will lead to

the issue of moral hazard and adverse selection from borrowers which offset the expected

level of return of the bank, so the bank will set the interest rate and collateral requirements

at a moderate level. At this time, the demand for funds exceeds the supply. Some of the

indifferent loan applicants can obtain loans, and others are not available to loans, even if

they are willing to pay higher interest rates, or no matter how abundant the loan supply,

there will always be some people who are not eligible for loans under any conditions.

This is credit rationing.

Due to the imperfect financial system, small enterprises are unable to provide audited

financial statements, and they lack qualified collateral and guarantees. The information

asymmetry between SMEs and banks is more severe than that of large enterprises. There-

fore, the availability of small business loans is relatively low (Nakamura 1994).
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1.3.2 Lending technology theory

Berger and Udell (2006) noted that in many cases, a secondary information source,

screening/underwriting procedure, contract feature, or monitoring mechanism is used,

but they distinguish the technologies based on the primary foundations of the lending de-

cisions. Thus, a credit score may be used as secondary information or collateral may be

used as a secondary source of repayment, but the lending technology would still be rela-

tionship lending if the lending decisions are primarily based on soft information gathered

over the course of a relationship.

Berger and Frame (2007) also noted that lending technology consists of transactional

lending technology and relational lending technology. Transactional lending technology

relies on “hard” information, while relational lending technology depends on “soft” infor-

mation. The “hard” information mainly includes the financial statements of the business,

the value of the mortgaged asset, the credit rating of the business or the bank credit history.

Without contacting the borrower, it is easy to be able to collect, quantify, easily verify,

pass then to make loan decisions. Compared with “hard” information, “soft” information

requires lenders to have contact with business owners, managers or third parties associated

with the business, and it takes much time to optimize, verify and communicate. The “soft”

information mainly collects information, including the ethical quality of business owners,

the satisfaction of employees and customers, and the economic exchanges between enter-

prises and upstream and downstream partners. Based on its characteristics, the evaluation

of “soft” information from financial institutions may vary. When the commercial banks

make loan decisions, both “hard” and “soft” information should be considered.

SMEs are challenging to provide both. For example, Chinese SMEs in labour-intensive

industries lack physical assets that can be used for mortgages, and it is hard for commer-

cial banks to measure their “soft” information. It causes the commercial banks to be

reluctant to make loans to them (Shi and Yang 2009).
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1.3.3 Financial structure theory

Numerous studies have shown that large financial institutions have a comparative advan-

tage in collecting and processing “hard” information (Stein 2002), and they mainly tend

to provide loans and financial services to large enterprises; while based on geographical

advantages that small financial institutions own, small financial institutions have more

advantage in collecting "soft" information from SMEs and usually use relational lending

technology to provide loans to small businesses (Berger and Udell 2002).

Berger and Udell (1995) argue that the size of the bank, the complexity of the organization

is inversely related to the number of financial services provided to small businesses, be-

cause small business credits need to collect a large amount of information, mainly based

on relational financing, but according to Williamson (1967), to provide certain product or

expand the geographical area, large banks need to increase the banking organization and

increase the level of management (including horizontal management and vertical man-

agement), and the scale of management will be uneconomical. Highly monopolized, cen-

tralized banking structure tends to have greater credit support for large enterprises, and

credit rationing for small businesses and increased competition will improve the financing

of small businesses.
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1.3.4 Financial infrastructure theory

Financial infrastructure refers to the rules and conditions that affect the ability of finan-

cial institutions to provide SMEs with credit, and financial infrastructure includes the

information environment, legal environment, regulatory environment and taxation sys-

tem, all of which affect the legitimacy and profitability of different credit technologies

that financial institutions can adopt (Berger and Udell 2006). The regulatory environment

indirectly restricts the availability of SME credit by influencing the underlying financial

market structure.

The information environment usually examines the reliability of accounting information

and the degree of information sharing. The former mainly depends on strict accounting

standards and the existence of a trustworthy independent accounting firm, while the latter

can effectively reduce credit time, cost and credit risk (Miller 2003), and the presence of

third-party information transactions can increase the availability of credit (Kallberg and

Udell 2003).

The regulatory environment includes various regulatory regimes for financial institutions,

including loan restrictions, thresholds for entry, and direct control of state-owned finan-

cial institutions. The tax system will affect the credit technology adopted by financial

institutions. Berger (2006) believes that the implementation of the risk-based capital

requirements of the Basel II proposal means that implicit tax imposed on SME credits

makes banks carry out small business loans and more use of transactional credit technol-

ogy. Comprehensive promotion of the formation of an SME regulatory environment can

promote a complete and stable SME financing support system and operating mechanism.

13



1.4 Characteristics of FinTech Financing

The financial industry is not always reputed with user experience, transparency, and inno-

vation. FinTech creates apps for start-up companies and is normally user-friendly for

user experience, simplicity, and convenience. FinTech’s are companies that combine

technology and financial aspects for small business models. Within the last few years,

FinTech companies have attracted attention due to their reputation for challenging incum-

bent financial institutions, including the traditional banking model (Boskov 2018). SMEs

traditionally seek assistance to local banks for loans or seek traditional investors. If com-

panies requested credit cards, they require accounts with larger credit providers. Strict

banking regulations impacted the growth of small and medium enterprises due to lim-

ited access to finance and a tight lending environment (Temelkov and Gogova Samonikov

2018). But FinTech companies are providing alternative financing models by revolution-

izing how small start-up businesses may enter their respective markets. FinTech enables

crowdfunding, mobile payments, and money transfer services (Matthew 2017). Financial

technology, or FinTech, is now rendering easier financial transactions and financing since

the 2008 economic crisis (Arner et al. 2016). Technological innovation and developments

have changed the way of managing finance by providing financial stability and market

integrity to the customers.

FinTech apparently has brought the banking experiences the changes in the last decade

overriding the traditional banking systems in the previous 200 years. One of the most

prominent aspects of FinTech is natural mobility, which is one of the pioneers for bank-

ing simplicity. Uniformed users can perform their financial operations much differently

than traditional banking means. FinTech apps provide users access to relevant information

regarding their transaction history. Its popularity creates urgent needs for domestically de-

veloped tools providing easier access than traditional banking needs did. Mobile applica-

tions need to be perfectly integrated with many platforms where FinTech focuses on many

sectors implying applications can be designed for customers seeking variable solutions.

Mobile payments and financial resource management are among the most demanded re-

14



quirements and features (Yoshida 2019). The applications are to be compatible with each

other to communicate and recognize exchanged information. The numerous applications

and functions are integrated into single entities mandatory for individual and business

customers. The application plays an important role across different platforms. Hence

the business integration factors are expected when customers need and expect them. The

basic needs of customers have entirely changed with the introduction of Fintech, so ap-

plications still need to respond to customers adequately (Magnuson 2018). For existing

functionalities, improvements are necessary, especially if the existing is already housing

a successful application that customers expect to continue with positive experiences. In

this manner controlling and operating expenses, savings, and obtaining loans becomes

an easier task for customers. Another important aspect of FinTech services is the user

interface while using the application. Adding the latest functions that develop and expand

from the existing functions is a necessary ongoing tool for users to continue learning.

FinTech’s use of artificial intelligence verifies its innovation. It has a built-in pro-

cessing algorithm that interacts with the user. FinTech also has monitoring tools that

detect inappropriate customer behavior and the means to counteract this type of behav-

ior (Fenwick and Vermeulen 2017). Besides bringing cost savings, reliance on FinTech

services allows for the creation of new business models not inherently prominent in the

current financial ecosystem due to technical debt and obscurantism or cost prohibition.

Micropayments between users, insurance or loan services offered directly between small

business users that bypass rating agencies are only the beginning of fully launching Fin-

Tech (Saksonova and Kuzmina-Merlino 2017). Innovation arrives in the form of digital

currencies and is also entering certain government levels. In fact, some countries are at-

tempting to use secured digital currencies to be implemented on national levels as part

of a FinTech initiation. Its secure information storage capabilities enable information to

be time-stamped, so data cannot be changed or manipulated. These types of security

products are known as blockchains, which is a recent innovation not yet fully adopted by

small businesses (Wright 2016). By providing banking information with such security,

these products can be exchanged to cover costless automated algorithms and protocols as
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opposed to costly security protocols under conventional regulations.

FinTech’s personalization feature provides an understanding of customer wants and

needs, which has been a basic principle governing global marketing. This conceptual and

practical model is not too diverse from mobile banking technology and FinTech services.

For FinTech to be a credible service to be relied upon, its apps need to be personalized for

small businesses to be in control of their financing. Typical banking, on the other hand,

often ignore small business needs to be discernible. This is the reason why FinTech start-

ups can serve as the answer to small business wants and needs (Omarova 2019). SMEs

can find themselves adaptable to the range of products when searching for new business

ventures. FinTech apps enable correspondence between the sold products and the small

business clients that require them. The individualization process finds FinTech’s app inte-

gration with personal applications, including social media apps, and establishes magnified

relationships with small business users (Lee 2017). Finally, financial operations are more

adaptable and bring FinTech companies and clients together with positive relationships.

FinTech services have revolutionized initiatives that are conquering the financial world.

Application developers will find FinTech initiatives opportunistic regardless of the soft-

ware created to provide financial solutions or invest in integrations options for external

applications. Even if FinTech services can be more costly; the current period of investing

will bring a higher return on investment (Wonglimpiyarat 2017). If for some reason, Fin-

Tech apps suffer any drawbacks or downturns, SMEs need to understand and follow the

regulations to reuse the existing apps to their advantage.
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Chapter 2

Literature review

2.1 Web mining

Web mining is an application of data mining, the technique of discovering and extracting

useful information from large data sets or databases (Mughal 2018). Web mining, there-

fore, can be defined as to discover or extract useful information from the web (Cooley

et al. 1997).

According to the different types of data (Mughal 2018) used in web mining, it can be di-

vided into the following three categories, and they are web content mining, web structure

mining and web usage mining.

2.1.1 Web structure mining

Web structure mining focuses on the hyperlink structure of the web (Costa and Zhiguo

2005a).

I-Hsien Ting (2008) defines web structure mining as a technique to analyze and explain

the links and structure of websites, for which graph theory is usually the main concept

and theory used. Besides, the extraction of the structure of websites is always essential

in this research area (Fu et al. 2007). To avoid wrong conclusions, which was caused

by applying the traditional processes and speculating that the events are independent, an



Figure 7: Web Mining Taxonomy

appropriate solutions can handle the links which could lead to potential correlations, and

then improve the predictive accuracy of the learned models (Getoor 2003). Two algo-

rithms that have been proposed to lead with those potential correlations: HITS (Kleinberg

1998) and PageRank (Page et al. 1999).

2.1.2 Web usage mining

Web usage mining is the application of data mining techniques to discover usage pat-

terns from Web data to understand and better serve the needs of web-based applications

(Srivastava et al. 2000).

M.G. da Costa and Zhiguo Gong (2005b) also thinks that web usage mining focuses on

techniques that could predict the behaviour of users while they are interacting with the

World Wide Web. Web usage mining collects the data from Weblog records to discover

user access patterns of web pages.
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2.1.3 Web content mining

Inamdar et al.(2008) and Kosala et al.(2000a) think that web content mining analyzes

content on the web such as text, images videos etc. Web content mining as an application

of data mining techniques to content published on the internet is used as HTML (semi-

structured), plaintext (unstructured), or XML (structured) documents (Srivastava et al.

2002, Kosala and Blockeel 2000b). Web content mining can be further divided into four

categories based on the scope of the usage.

Anurag mumar and Ravi Kumar Singh (2016) divided the scope of the usage for web con-

tent mining into four different categories, and they are multimedia mining, unstructured

text mining, structured mining and semi-structured text mining.

• In their paper (Kumar and Singh 2016), Multimedia data mining can be defined as

the process of finding interesting patterns from media data such as audio, video,

image and text that are not ordinarily accessible by basic queries and associated

results.

• The unstructured text mining, structured mining and semi-structured text mining

are related to natural language processing (NLP), and it can be seen that recent

natural language processing (NLP) is one of the main technology that used in this

area.

Sukhija (2015) thinks that natural language processing helps to understand how to manage

unstructured data over the machine processing platform using various NLP techniques

along with web content mining.

2.1.4 Raw data extraction

The advancement in information technology and development in databases has caused

great difficulty in extracting data from the huge databases. These enormous databases re-

sult in big data, which requires efficient-explorational abilities and appropriate handling
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to make the best use of the available data (Ibrahim et al. 2018). There are different meth-

ods used for data extraction and exploration, including APIs, commercial sources, web

crawlers, and public sources.

2.1.5 Method 1: Web Crawlers and Public Sources

With the development of internet technology, a huge list of web pages is getting added,

which changes the available information every day. To simplify this process and provide

ease to the users, search engines are used for the required information extraction. Search

engines consist of a principal part known as web crawlers, which are used for data min-

ing and extraction. Web crawlers are basically computer programs, which are used for

browsing the web worldwide by operating an orderly, automated or methodical manner.

They are further used to help users for web navigation by using search engines. More-

over, they are significant in data collection, management, handling, and exploration with

the growing internet. Also, they enable the users to look for the sources with the help of

various hypertext links (Amudha and Phil 2017).

A study conducted by Thelwall (2001) highlights the design and significance of a web

crawler used in data mining. According to him, web content is widely researched glob-

ally. For the web page processing, various computer programs are used, and web crawler

is one of them. It is used for data mining and fetching web pages for better analysis.

Therefore, this study is conducted to propose a distributed system, which is used for ef-

ficiently using computing resources and helping information managers to use effectively

extracted data without using any expensive types of equipment (Thelwall 2001). Another

study conducted by Singh & Varnica (2014) emphasizes the significance of a web crawler

fused for data extraction. According to the study, a massive increase in the use of the in-

ternet has been observed worldwide. Users use different hyperlink texts to search on the

web engine. Due to which, web crawlers are introduced. These are used for navigating

purposes on the web and generally known as text search engines. In addition, research

activities can also be conducted by using web crawlers. There are different types of web
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crawlers that are usually dependent on the types of search engines being used, including

the Breadth-First Crawler, Incremental Web Crawler, Form Focused Crawler, Focused

Crawler, Hidden Web Crawler, Parallel Crawler, and Distributed Web Crawler (Ahuja

et al. 2014).

2.1.6 Method 2: Commercial Sources

Another method used for data mining and extraction includes commercial sources, which

are given as web scrapers. These web scrappers are expensive commercial software. Also,

some of the web scrapers are available free of charge, having limited accessible features

to work with. In addition, web scraping is known as the extraction of web data or web

harvesting. It is used for extracting web information available on different websites. For

this purpose, users use different web scrapers for worldwide web exploration by using

embedded web browsers or hypertext transfer protocol. It is also connected to web index-

ing. It is a technique used to extract information and used by various search engines for

information indexing on the web. Moreover, some web scrapers transfer the unstructured

data into the structured data, which can be handled and evaluated in a spreadsheet or lo-

cal database. In addition, web scrapers are used for comparing online prices, integrating

web data, web mashup, web research, detecting website change, monitoring weather data,

and so on. There are various software tools (commercial) available, which are used for

website personalization by using web scrapers and given as Rapid miner, Orange, Weka,

Knime, Oracle data mining, Rattle, and so on (Vargiu and Urru 2013).

In addition, a study conducted by Haddaway (2015) highlights the various uses of web

scraping software, including grey literature search. According to the International Con-

ferences on Grey Literature (Grey Literature International Steering Committee 2006),

grey literature is defined as follows: “Information produced on all levels of government,

academics, business and industry in electronic and print formats not controlled by com-

mercial publishing, i.e. where publishing is not the primary activity of the producing

body." According to the study, grey literature research requires several sources for ex-
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tensive and efficient searching. For this purpose, web scraping is used for patterned data

extraction available on the website. These commercial web scrapers have also been cre-

ated by private businesses. In addition, they provide various benefits for grey literature

research. By using web scrapers, the resource efficiency and transparency of grey litera-

ture research can significantly be improved. Also, the study (Haddaway 2015) highlights

various available software used for web scraping.

2.1.7 Method 3: Application Programming Interface (API)

API is a user interface that is used for performing different functions by over-topping

the application. Globally, users use various scripts and other methods for extracting and

scraping data, but with the help of API, users can extract data on their own systems by

using a user-friendly and understandable interface with no complex functions and codes.

In addition, it enables you to extract the required data by integrating the API with the

applications used(Abdulrahman et al. 2013). Detailed documentation is available for an

easy and user-friendly understanding of the use of the API. With the help of API, users

can extract structured and clean data with no human effort (Shen et al. 2019). There are

various applications of APIs, including display content in another application, embedded

content, and extract data. This user-friendly interface enables the users to extract every

kind of data, including scanned pdfs, notes, social media applications, images, and so on.

In addition, these tools are further used for research purposes of extracting the data more

accurately and programmatically (Cuesta et al. 2014).

A study conducted by Lomborg & Bechmann (2014) enlightens the use of APIs for col-

lecting data on social media platforms. According to this study, APIs are developed by

social media companies for providing data by using APIs to have detailed research on so-

cial media. It is basically an add-on to an application and works as a back-end interface.

It is further used for data collection to have a thorough empirical analysis of the data. In

addition, the study provides the benefits and challenges offered by APIs for a detailed

analysis of social media research, including both qualitative and quantitative.
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2.2 Text mining

2.2.1 The definition of text mining

Text mining has become an important area of research. Pons-Porrata et al. (2007) gave a

definition of text mining, and text mining refers to the process of extracting interest infor-

mation and non-retrieving information or knowledge from unstructured text collections.

Text data mining is a specific research field in data mining, and its main task is to discover

potential rules and trends in massive texts. Unlike the narrow sense of data mining, text

mining has a process of transforming natural language text into structured data that can

be processed by computers. The main purpose of this purpose is to extract metadata

representing text features (Xu 2017).

2.2.2 Text mining techniques

In Shilpa Dang’s (2014) paper, text mining is a multidisciplinary field involving informa-

tion retrieval, text analysis, information extraction, categorization, clustering, visualiza-

tion, data mining and machine learning. The basic steps of text mining can be divided in

five steps.

The first is to extract unstructured data from the chunk of information. The second con-

verts the information received into structured data. The third is to identify patterns from

the structured data. The fourth step is to analyze the patterns. The fifth extract valuable

information and stores it in a database.

From another perspective, we can summarize these steps as follows: Information Extrac-

tion (IE), Summarization, Clustering, Categorization, Topic Modelling and their applica-

bility.

2.2.3 Corpora

Corpora are collections of related documents that contain natural language and are used

to cope with updated text data from information retrieval. The commonly used corpus
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includes Brown corpus, Wikipedia corpus or Cornell movie dialogue corpus, and so on

(Bengfort et al. 2018a). Although there are many open-source corpora. In some specific

fields, there is a tendency to use the specific corpus to process data to avoid the ambiguous

situation.

2.2.4 Data preprocessing

The bag-of-words method (BOW):

The bag-of-words method can provide an overview of the dataset. The bag-of-words

model (BOW) can convert a sentence into a vector representation. It does not consider

the order of words in the sentence, only the frequency of occurrence of the words in the

sentence (Kanakaraj and Guddeti 2015). For example, in a huge document set D, there

are a total of M documents, and all the words in the document are extracted to form a

dictionary containing N-words. Each document can be converted to an N-dimensional

vector via the BOW model. So the N*M matrix is created. The BOW model has two

disadvantages (Kanakaraj and Guddeti 2015). First, it does not consider the order of

words, and second, it cannot reflect the keywords of a sentence.

Stemming and lemmatization:

Stemming is defined to reduce words to a character response likely related to their lin-

guistic root (Singh and Gupta 2017). Stemming uses a series of rules (or a model) to slice

a string to a smaller substring. The goal is to remove word affixes (particularly suffixes)

that modify the meaning.

Lemmatization uses a dictionary to look up every token and returns the canonical "head"

word in the dictionary, called a lemma (Bengfort et al. 2018b). Because it is looking

up tokens from ground truth, it can handle irregular cases as well as handle tokens with

different parts of speech.
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Stopwords:

To reduce the dictionary size, it is necessary to compile a list of stopwords and remove

those stopwords from the dictionary. These words almost never have any predictive capa-

bility, such as articles a and the and pronouns such as it and they (Akaichi et al. 2013).

TF-IDF:

TF-IDF is used to calculate the relative frequency or rareness of tokens in the document

against their frequency in other documents. The formula used is tf (t, d) as a boolean

frequency or the count. N represents the number of documents, and nt represents the

number of occurrences of the term t in all documents (Kobayashi and Aono 2008). The

formulas are as follows:

Figure 8: TF-IDF formula

Source: Applied Text Analysis with Python: Enabling Language-Aware Data Products
with Machine Learning

Single Value Decomposition (SVD):

Typically the word by context matrix is very large and typically sparse. Single Value

Decomposition (SVD) is used to reduce the number of dimensions without great loss of

descriptiveness, and it is the underlying operation in a number of applications including

statistical principal component analysis, text retrieval, pattern recognition and dimension-

ality reduction, and natural language understanding (Maletic and Valluri 1999).
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2.2.5 Clustering for text similarity

Clustering algorithms aim to discover latent structure or themes in unlabeled data using

features to organize instances into meaningfully dissimilar groups (Bengfort et al. 2018b).

The behaviour of unsupervised learning methods is fundamentally different; instead of

learning a predefined pattern, the model attempts to find relevant patterns a priori.

2.2.6 Distance metrics

We also need to consider "distance metrics". A corpus is transformed into feature vectors,

and a clustering algorithm is employed to create groups or topic clusters, using a distance

metric such that documents that are closer together in feature space are more similar. New

incoming documents can then be vectorized and assigned to the nearest cluster.

Bengfort et al. (2018b) consider documents as points in space, where the relative close-

ness of any two documents is a measure of their similarity.

Some distance methods can be used, such as Euclidean distance. Euclidean distance is

a standard metric for geometrical problems. It can be defined as the ordinary distance

between two points and commonly used in two- or three-dimensional space. Euclidean

distance is commonly used with the k-means algorithm.

In the case of texts, cosine distance is effective. It is defined from the cosine of the

angle between vectors. When documents are represented as term vectors, the similarity of

two documents corresponds to the correlation between the vectors (Huang 2008). When

dealing with distances, the cosine similarity will not consider document length and is not

biased by the asymmetry of information.

2.2.7 Clustering methods

A bunch of algorithms can be used when dealing with clustering problems. From figure 9,

we can see that partitive clustering and hierarchical clustering are two main approaches.
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Figure 9: Taxonomy of clustering approaches

Source: A review of clustering techniques and developments (Saxena et al. 2017a)

Partitive clustering:

After quantifying the similarity of two documents, unsupervised methods are used to find

similar groups of documents. In partitive clustering, partitive methods partition instances

into groups that are represented by a central vector (the centroid) or described by a density

of documents per cluster. Centroid represents an aggregated value (e.g., mean or median)

of all member documents and is a convenient way to describe documents in that cluster.

Among these methods, K-means algorithm is one of the best-known,bench marked and

simplest clustering algorithms, which is mostly applied to solve the clustering prob-

lems(Saxena et al. 2017b). K-means clustering algorithm starts with an arbitrarily chosen

number of clusters, k, and partitions the vectorized instances into clusters according to

their proximity to the centroids, which are computed to minimize the within-cluster sum

of squares. The optimization of k means includes an experiment with different values of

k (Bengfort et al. 2018b).

Hierarchical clustering:

The hierarchical clustering algorithm is an algorithm that attempts to establish a hierarchy

of clusters. It has two strategies, the first is agglomerative, and the other is divisive.
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Agglomerative is a bottom-up approach. It initially assumed that each observation was

an independent cluster, and then merged two adjacent layers on each layer. Each cluster

eventually reaches all the highest levels, and all observations belong to the same cluster. In

contrast, divisive is a "top-down" approach, which initially assumes that all observations

belong to the same cluster, and then separates the observations that are relatively similar

in the middle of each cluster to the next layer, and all observations belong to different

clusters (Sasirekha and Baby 2013).
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2.2.8 Text mining application and framework

Text mining has been widely used in many fields. The most common areas of text mining

applications include (Bolasco et al. 2006):

• Publishing and media

• Telecommunications, energy and other service industries

• Information Technology Department and the Internet

• Banking, insurance and financial markets

• Political institutions, political analysts, public administration and legal documents

• Pharmaceutical and research companies and health care

It can be seen that text mining has a wide range of applications in many fields. In business

environment applications, text mining plays an important role in helping organizations

and businesses analyze customers and competitors. It provides insight into the business

and provides information, improve customer satisfaction and gain a competitive advan-

tage (El Zahra et al. 2010).
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Chapter 3

Methodology

3.1 Web Mining

Web scraping is a powerful tool for working with data on the web. With a web scraper,

we can get a large corpus of text or quantitative data to work with.

After many experiments, we can design our web scraper based on following steps. First,

we need to understand the structure of a web page. The second is to filter the useful

parts as needed and download the corresponding web contents. The third is to parse the

downloaded webpage. The forth is to store useful information.

Before the data collection, we should know the data collection environment and tools

involved:

Figure 10: The Environment and Tools on Data Collection

3.1.1 The structure of the web page

When we click on ’inspect’ on any web page, and we can see the structure of HTML.



Figure 11: HTML inspection

In fact, in addition to HTML, two other components build colourful/multifunctional web

pages, and they are CSS and JavaScript. However, our goal here is to extract the titles of

articles and the URLs of them. The understanding of CSS and JaveScript is out of this

scope, so we will not discuss about these two elements now.

In the process of designing a crawler, the most troublesome step is to analyze the element

nodes in the web page and collect relevant information. This process requires a clear

interpretation of the HTML file structure, which can accurately locate the required dom

nodes and the required data content in the complex dom structure.

By observing the structure of HTML, we can see that HTML consists of a series of ele-

ments. HTML elements tell the browser how to display the content. HTML elements are

represented by tags. HTML tags label pieces of content such as "heading", "paragraph",

"table", and so on. Browsers do not display the HTML tags but use them to render the

content of the page. By querying the source code of the page, we can see the elements

structure information of the entire page. From figure 11 and 12, relevant data such as the

title of the useful articles and the text links of the secondary page need to be obtained.
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Figure 12: The needed elements from web inspect

3.1.2 The design of web crawlers

We first need to analyze the URLs of the website. For the processing of dynamic request

data, we can repeatedly try to get a simple answer after grabbing the request URL. For

example, in the google scholar’s page crawling process, we need to know the specific

request parameters of the page data URL on the next page. By manually turning the

page multiple times and comparing the changes in the URL parameter, the page-turning

parameters are represented.

After comparison, we found that the webpage except the first page is a little different from

the other pages, but the other URLs are regular: only the number after the last "start =" is

changing, and it is incremented by 10. We first assume that the webpage of the first page

is "start = 0". From figure 13 to figure 15, we presented the URLs with changing patterns.

Figure 13: First page URL

Figure 14: Second page URL

Figure 15: Third page URL
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Based on the URL patterns we found, we can create codings to extract the webpages we

want.

Many methods can be used to extract website information and for simplicity, we used

"requests" function to extract website information.

We can summarize the process when plugging into our keywords. The process of infor-

mation extraction is as follows:

• The first step is to select the initial interface for crawling and fill in the value of the

initial page in the URLs’ property, which is an empty set.

• The second step is to determine search names we need for google scholar. For the

thesis, we will use "SME financing difficulties" and "Fintech SME solutions" as our

keywords. We need to filter 50 pages for titles and URLs. For every webpage, there

are ten different titles and URLs we can use. Our goal is to extract 1000 URLs and

titles to build our dataset. Based on the patterns we found for the links, we need to

build a loop to fetch important titles and URLs information.

• We will use the ’beautifulsoup’ function to parse the content obtained from ‘re-

quests” function.

• We will also set a dwell time in 1s for the web page.

• The crawled contents will be stored in the form of CSV as shown in figure 16.

As shown in figure 16, it can be seen that the URLs are PDF files and HTML files. When

we randomly clicked in HTML files, and we found that there is an encrypted problem, as

shown in figure 17.

To address the problem shown in figure 17, we will have separate HTML files and PDF

files, and we will only keep PDF files to continue our research.
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Figure 16: Titles and URLs extracted from the websites

Figure 17: HTML result problem
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3.1.3 The classification of URLs

By observing the URL files, it can be seen that under the title, the file form is mainly

divided into two categories (illustration): PDF and HTML.

Figure 18: URLs without classification

The goal of establishing classification is to reconstruct the two forms of CSV according

to the two forms of PDF and HTML.

From figure 18, it can be seen in the URL that all secondary pages that end with PDF

are all PDF, and all other pages that do not end with PDF are all directed to the next

web. One idea of classification is to distinguish URLs with regular expressions, which

can find pages of PDFs through regular expressions. Pages that are not PDFs are filtered

into another CSV through an ‘if loop’

By observation, some redundant separartors and symbols need to be normalized. Created

in the for loop to regulate the path.

After deciding the type of URL, downloading the file is divided into ‘SME financing

difficulties’ type and ‘Fintech SME solutions’ type according to the difference of google

search. There are four types of documents downloaded from the classification. From

figure 19 to figure 22, we present the results that extracted from the website.

35



Figure 19: PDF files of “Fintech SME solutions”
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Figure 20: PDF files of “SME financing difficulties”
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Figure 21: HTML files of “SME financing difficulties”
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Figure 22: HTML files of “Fintech SME solutions”
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Under the search of ‘SME financing difficulties,’ there are a total of 396 HTML files and

80 PDF files. Under the search of ‘Fintech SME solutions’, there are a total of 541 web

files and 151 PDF files. Because we identify the problem in figure 17, we will only keep

PDF files and continue our research.
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3.2 Text Mining

3.2.1 Corpus

Before doing text clustering, we must first set up a predictive database to uniformly pro-

cess the text, and it is a corpus. The document corpus contains the following features:

• The number of documents: There are crawled 1,000 articles from the Internet, but

filtered to leave only PDF files as the content of the corpus. The total number of

PDF files is 231.

• Documents: Because articles scraped from the Internet are formatted as PDF files.

We must convert PDF files from PDF to txt format.

• High dimensionality: If a unique term is treated as one dimension, 231 will exceed

500 unique terms. So the term-document matrix for the corpus will be 231 * 500.

This high dimensionality will significantly increase memory and time complexity

in the next clustering algorithms.

• Noisy data: When dealing with noisy data, noisy data should be determined based

on the situation. We will discuss about the part in the following steps.

After converting PDF format to txt format, we will have a corpus of 172 text files. Because

some PDF files are either encrypted or "broken".

3.2.2 Preprocessing

It is crucial to remove the list of stopwords, and stopwords removal is the process of

removing non-informative bearing words to reduce noise.

After removing stopwords, we have a comprehensive understanding of the dataset. We

visualize the top 30 most frequent words. In figure 23, we can see that some words

of similar or the same meanings appear multiple times, and they are only in different

morphology. For example, both "financial" and "financing" appear in the top 30 frequency
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word. However, for us, they convey the same meaning, and it is necessary to convert them

in the same form.

Moreover, we can see that the number "2016" is shown in the most frequent list. These

numbers should be removed as well. When we enlarge our most frequent words list, we

can find more problems. For example, we show the top 50 frequent words in figure 24,

and we can see that "et" is not an English word. We need to remove these non-English

words as well.

Figure 23: Visualization for top 30 words

To summarize, we need several more steps to remove noisy data in our dataset. First, we

need to convert our alphabets to lower cases.

Second, functional words are prevalent. Compared with other words, functional words

have no practical meaning, such as "the," "is," "at," "which," "on" and etc. These stop-

words do not contribute much to the analysis of the articles, and we remove them from

the text during the preprocessing to better capture text features and save space.

Third, we need to remove punctuation and numbers. Forth, we have to remove short

words, and we define short words as words with two letters or less. Fifth, we need to

detect the language of strings, and in our research, only the articles in English will be

kept. We mainly rely on the "langdetect" function to determine the language of a set of
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Figure 24: The most frequent 50 words
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strings. We will use detect_langs, which returns a list of language with probabilities, and

then iterate through this list, returning the language if the option is English. Or false if

this is not the case. This function works well for this purpose.

Sixth, we need to perform lemmatization and stemming process. We will do them sep-

arately. Before we do them, we need to know part-speech tagging. According to its

definition (Sachin and Divya 2018), part-of-speech tagging (pos tagging) is the process of

marking up a word in a corpus as corresponding to a particular part of speech, based on

both its definition and its context. For lemmatization, we need to perform parts of speech

tagging on the text. This processing is to facilitate syntactic and semantic analysis. For

texts with a small amount of content, in nltk, it is easy to process by nltk.pos_tag (). This

method only works for lists of words. But for large texts, it is difficult to make the pos

tag look coherent like texts with a few sentences. Therefore, we will find coherent pos

tag for each word and map it to the right input character that the WordnetLemmatizer ac-

cepts and passes it as the second argument to lemmatize(). nltk.pos_tag() returns a tuple

with the pos tag. We map nltk’s pos tags to the format wordnet lemmatizer would accept.

The get_wordnet_pos() function defined does mapping job. We first initiate a lemmatizer.

Then we lemmatize them with the appropriate pos tag on our text. For stemming, we will

use the most classic porterstemmer to stem the text. At the same time, stemming applies

algorithmic rules to generate stems, and it uses the rules to decide whether it should strip

a suffix or not.

3.2.3 Directory reset

After implementing these preprocessing steps, the directory path of the corpus after the

preprocessing part is set and then stored to two specified paths for lemmatization and

stemming.

We will add pre_dataset_lemmatizing corpus based on the path specified by jupypterlab.

Then we unify the file paths via os.path.join. Then we use the function os.makedirs (path)

to create multiple levels of directories at once. At the same way, we create a corpus for
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pre_dataset_stemming.

3.2.4 The most frequent words removal

In each article, the most frequent words are filtered based on statistical calculations, but

this method can lead to two potential problems.

First, the most frequent words filtered from each article may be different. The high-

frequency words filtered by one article may not be high-frequency words in another arti-

cle. So all documents need to be integrated to finally filtered high-frequency words, and

TF-IDF will be used when dealing with frequency calculations.

Second, from figure 23 and 24, we can see that not all high-frequency words have research

value. For example, "bank," "business," and other words will repeatedly appear in each

document, so these words must be eliminated. The total number of words is 34930.

When we visualize the frequency of words, we find that around the top 50 words are non-

descriptive words. So we decide to remove the top 50 words to continue our research.

In the processing of word frequency, we first tokenize the words, and then we will use

"countvectorizer" function, which converts the words in the text into a word frequency

matrix together with the "fit_transform" function.

The following are the words that were removed. In figure 25, we can the words removed

based on the difference of lemmatization and stemming.

Figure 25: The most frequent 50 words removal

After removing the most frequent 50 words, we revisualize the top 30 frequent words.

We can see the result of visualization after stemming and lemmatization in figure 26 and

figure 27.

45



Figure 26: The visualization for word frequency count after stemming

Figure 27: The visualization for word frequency count after lemmatization
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Adjustment for preprocessing

When we observe that the frequent words in figure 27, we can see that words such as

"also" are not removed. After reviewing these articles, we need to add more stopwords,

and we used a list stopwords of ranks.nl.

Besides, we also need to normalize a Unicode string. We use unicodedata.normalize to

normal form KD (NFKD), and it will apply the compatibility decomposition, i.e. replace

all compatibility characters with their equivalents. After adjustment of the problems, we

revisualize our top 30 frequent tokens in figure 28.

Figure 28: The re-visualization for word frequency count after lemmatization

It can be seen from the graph that "stemming" is not as thorough as "lemmatization" in

dealing with word frequency problems. In our next research, we will conduct our research

only based on the result of lemmatization.
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3.3 Analysis

3.3.1 Comparing clustering algorithms

From the literature review, we know that many clustering algorithms can be used. Now,

we first select suitable clustering algorithms. We will visualize K-means/agglomerative

clustering/DBSACN and see if they can deliver good results.

Our dataset is the list of multiple dimensional vectors (168*168 by applying SVD), so

in order to show our dataset in two-dimensional space. We only use the first two feature

vectors. Both the x/y axis are feature vectors. The dots of the same colour represent that

they are in the same cluster.

From figure 29 to figure 31, we can see the result of visualization for each clustering

algorithms.

Figure 29: The visualization for K-means

From figure 31, we can see that DBSACN has many black dots, which represent noise

data. Therefore, we will use K-means and agglomerative clustering for our research.
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Figure 30: The visualization for Agglomerative clustering

Figure 31: The visualization for DBSACN
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3.3.2 Choosing the best k

The next step is to decide the best k for our dataset, and we will use elbow method to

determine the best value of k. Elbow method is a method which looks at the percentage of

variance explained as a function of the number of clusters. This method exists upon the

idea that one should choose a number of clusters so that adding another cluster doesn’t

give much better modelling of the data. The percentage of variance explained by the

clusters is plotted against the number of clusters (Bholowalia and Kumar 2014).

When these overall metrics for each model are plotted, it is possible to visually deter-

mine the best value for k. If the line chart looks like an arm, then the “elbow” (the point

of inflection on the curve) is the best value of k. The “arm” can be either up or down,

but if there is a strong inflection point, it is a good indication that the underlying model

fits best at that point (scikit-yb developers 2019). To choose the best k value, we need to

calculate tf-idf.

We will use Latent Semantic Analysis (LSA). Latent Semantic Analysis is a corpus-

based statistical method for inducing and representing aspects of the meanings of words

and passages (of natural language) reflective in their usage (Maletic and Valluri 1999).

LSA relies on a Single Value Decomposition (SVD) of a matrix (word context) derived

from a corpus of natural text that pertains to knowledge in the particular domain of inter-

est. SVD is a form of factor analysis and acts as a method for reducing the dimensionality

of a feature space without serious loss of specificity. Typically the word by context matrix

is very large and (quite often) sparse. SVD reduces the number of dimensions without

great loss of descriptiveness. Single value decomposition is the underlying operation in a

number of applications including statistical principal component analysis, text retrieval,

pattern recognition and dimensionality reduction, and natural language understanding

(Maletic and Valluri 1999). LSA will be used in the context of k-means clustering.

After dimension reduction, we can conduct the elbow mehtod. In figure 32, the x-axis

shows the value of k and y-axis shows an average score for all clusters. In our research,

we will use the calinski harabasz score, which computes the ratio of dispersion between
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and within clusters.

Figure 32: calinski_harabasz

Because by default, we set "locate_elbow" to true. Therefore, the black line indicates the

result of the k value automatically filtered by the system.

The green dashed line is used to display the amount of time to train the clustering model

per as a function of k.

The best k is ten from the graph, and we will continue our research based on this result.

51



3.3.3 K-means when k=10

To perform dimensionality reduction, we will use Singular Value Decomposition (SVD)

again, In order to improve the traditional K-means algorithm in the clustering process, it

is difficult to accurately preset the number of k clusters. The clustering results are affected

by the initial center, sensitive to noise points, unstablility and other shortcomings. At the

same time, for the problems of high data dimensionality, sparse spatial distribution, and

latent semantic structure in text clustering, singular value decomposition is added (SVD)

for rough classification, combined with K-means algorithm’s English text clustering op-

timization algorithm (SVD-K-means). The basic logic is based on the SVD method to get

the subject of the text (Dai Yueming et al. 2018).

Before formal K-means, we will use "tfidfvectoriozer "and "fit_transform" function to

count the number of times each word in the dataset occurs and project that count into

a vector (tf-idf vector). Then, to have K-means behave as spherical k-means for better

results, LSA / SVD results will be normalized. We sort cluster centers by proximity to

centroids.

Then through the classification of the article, we label the label class for each cluster. We

also count the articles in each cluster. And we will get the result in figure 33.

Figure 33: Label class for each cluster (K-means)

From figure 33, we can see that most of the articles were assigned to each cluster 1. From

figure to figure, the titles of each cluster is shown.
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3.3.4 Hierarchical clustering

We now implement hierarchical clustering, and we will use the agglomerative approach

and Dendrogram to visualize Hierarchical clusters.

Agglomerative starts with each observation and merges the shortest two clusters with

the linkage until there is only one large cluster left (Murtagh 1983).

The concept of linkage is important when dealing with hierarchical clustering. Linkage is

used to calculate the dissimilarity in the groups. We can see that single-linkage clustering

is used to compare the similarity of their most similar members, while the complete-

linkage clustering is used to compare the similarity of their most dissimilar members.

Average linkage is a compromise between single and complete linkage. If the dissimilar-

ities between observations have a strong clustering tendency, then each linkage method

produces relatively similar results, if not, then the method could produce very different

results (Boehmke and Greenwell 2019). We will use average linkage and cosine distance.

It is important to have an "elbow curve" for hierarchical clustering to choose the best "k."

To differentiate it with K-means, we will call "k" for hierarchical clustering as "k cuts."

We will introduce the concept of silhouette score, which is normally used to select "k

cuts" for hierarchical clustering.

Silhouette score can measure the similarities of samples and their corresponding clusters.

In other words, it is to measure the "cohesion". The range of the Silhouette score is

between -1 and 1. If samples are strongly linked with their corresponding clusters, the

score will be close to 1; otherwise, it is close to -1. If the score is close to 0, it means

these samples are in the borderline of the clusters (Ogbuabor and Ugwoke 2018). We can

see the result in figure 34.

We can conclude two characteristics from the figure 34. First, the silhouette coefficients

gradually increase after "k cuts = 10". After a peak when "k cuts" equals 75 and it de-

creases. Since the number of our sample is 168, we will not take 75 as our best "k cuts"

value. Secondly, although the overall figure shows an upward trend, all the values do not

exceed 0.14 even at the peak. In other words, all the values are close to 0. Because we
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Figure 34: Silhouette score for hierarchical clustering

already targeted our keywords when we scraped these articles from the internet, we know

there are lots of similarities among these articles, and the result of these values is normal.

To better compare these two methods, we will use "k=10" for hierarchical clustering when

cluster our articles. And the labels is shown in figure 35.

Figure 35: Label class of hierarchical clustering
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Chapter 4

Results

4.1 Description of each cluster

We now analyse the result of hierarchical clustering.

We will analyze each cluster one by one, and then try to find the connection between the

labels in each cluster with these articles. That is our way to prove how strong our labels

can be used as “ground truth” for each cluster. Besides, we also hope that we can get the

general idea of each cluster, and find the evidence that SMEs face the financial problems

and the way that Fintech provides to address the SMEs financial problems.

4.2 Cluster 0

In cluster 0, there are 21 articles in this cluster, and we get the labels as follows: [’china’,

’university’, ’point’, ’start’, ’production’, ’file’, ’crucial’, ’school’, ’abstract’, ’yede’].

In this cluster, we observe that the word ‘china’ has the strong link with these articles. Ma

et al. (2010) describe the crucial role of SMEs in the Chinese economy. For example, it

can promote employment and so on. At the same time, it is proposed that strengthening

financial and technological innovation can promote the development of SMEs.

Gao and Gengzi (2019) and Ma et al.(2010) have the same views. These authors use



various data to explain the impact of SMEs on the Chinese economy. In the meantime,

these authors analyze the impact of the financial environment on SMEs from five different

aspects, and at the same time, suggest that the existing imperfect financial environment is

one of the important reasons for SMEs to get into financing difficulties.

Some authors also believe that the imperfect financial environment is one of the important

reasons that cause the financing difficulties of SMEs. At the same time, according to the

characteristics of Chinese corporate financing, some authors also propose countermea-

sures to address SME financing problems. Lizhen et al.(2014) propose the idea of "Blue

Ocean Strategy" based on the characteristics of Chinese SMEs. With the collaboration

of government and financial institutions, SMEs can solve the financing issues via "Blue

Ocean Strategy."

Some authors have fully affirmed the level of innovation as an important driving force

for the development of SMEs. For example, Huang and Zheng (2011) use Finland as

a developed country and China as a developing country as an example to examine the

critical driving forces of innovation and to analyze different innovation patterns based on

theoretical and empirical studies. It describes innovation activities on the background of

country-specific, especially identifying various factors determinant the innovativeness of

SMEs.

Some articles, while fully affirming the economic dividends brought by innovations led by

Fintech, have also mentioned China’s special national context. Gruin and Julian (2019)

think that digital credit scoring has made significant changes to the Chinese economy,

for example, it has promoted financial liberalization, deepened financial inclusion, and

developed Chinese economy. They critically examines the rise of China’s Fintech and

re-conceptualizes it as a tradition of the authoritarian rule of financialization embedded in

the Chinese political system. This article is mainly related to the development of Fintech

for strengthening the construction of China ’s neo-statist authoritarian capitalism. The

main idea of this article is focused on the political economy, economic sociology and

Chinese studies.

In this cluster, in the context of China, the problems faced by Chinese SMEs were raised
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from all aspects and these authors fully affirm the contribution of Fintech to SMEs.

4.3 Cluster 1

In cluster 1, there are 46 articles in this cluster, and we get the labels as follows: [’struc-

ture’, ’medium’, ’evidence’, ’contribution’, ’preference’, ’file’, ’abstract’, ’award’, ’win-

ner’, ’tun’].

In this cluster, we know that this cluster provided a general view of problems faced by

SMEs in different regions and the corresponding solutions for these financial problems.

For example, in the southeast Asian region, Lin and Liu (2018) discussed that in the

underdeveloped regions of Pan Asia, countries should formulate corresponding policies

to take advantage of the rise of "disruptive technologies" while striving to improve the

economies in the context of the global industrial division of labour. Lin and Liu (2018)

point out that two disruptive technologies, such as blockchain and AI, have risk; they have

their values in different fields.

Tambunan et al. (2019) mentioned that the number of SMEs in Indonesia had reached

99% of the total industries, and the SMEs have provided 92% of the total employment in

this country. Although SMEs play an important role in the country’s economic develop-

ment, Tambunan et al. (2019) summarized three problems faced by SMEs in this country.

First, SMEs have limited access to funds. Second, SMEs heavily depend on informal

sources in this country. Third, banks are reluctant to make loans to SMEs due to the lack

of collateral.

Nuryakin et al. (2019) and Prawirasasra et al. (2018) fully affirmed that Fintech had

brought many benefits to Indonesia as a financing tool, but at the same time, they ac-

knowledged that it is urgent to improve the laws and regulations of relevant regulatory

agencies.

Rosavina et al. (2018) think that the peer to peer borrowing platform is alternative fi-

nancing, which minimizes the obstacles when the borrowers have credit transactions with

traditional banks and financial institutions. The peer to peer platform is also an important
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solution for SMEs who have difficulty obtaining financing. However, the number of loan

transactions under Indonesia’s P2P lending platform is low. Rosavina et al. (2018) found

that the factors affecting SMEs’ reluctance to resort to P2P platforms include loan process,

interest rate, process cost, amount of loan, and Loan Application Flexibility. Rosavina et

al. (2018) think that P2P companies should optimize their platforms in conjunction with

government policies while providing assistance for the development of SMEs.

Hendriyani et al. (2019) think that technological development has promoted the devel-

opment of financial technology literacy, and Fintech startups have entered the world of

peer-to-peer lending to bridge the gap between traditional banking and those who can-

not get funding from banks. This technology makes it easier, faster and cost-effective

to access financing. In the age of digital finance in Indonesia, P2P loan companies have

developed business agility strategies to attract their customers. By using this technology

platform, they can simply gain a competitive advantage.

Moenjak et al. (2019) used data from 1.29 million SME loan contracts obtained from 15

Thai commercial banks and six professional financial institutions (SFI), and they found

that only a few banks lend to SMEs on a relatively low loan scale. Although there are SFI

platforms to assist SME loans, less than half of SMEs in Thailand obtain loans from these

financial institutions. Based on the current background of Thailand, the author proposes

a platform that uses the financial structure of the digital era to design SME loans.

Under the context of Rajkot region in India, Katrodia et al. (2018) also found that the

financial institutions lack financial support for young entreprenuers. Different types of

entrepreneurs face different levels of challenges in different business support services.

Unlike other authors, Katrodia et al. (2018) also suggest that the education owned by

young entrepreneurs influences their response to challenges.

Kwaning et al. (2015) urged the government in Ghana to formulate policies that favor

SME financing. It also states that the SME Association must be formed to unite SMEs

facing the same predicament and act as a guarantor when obtaining loans.

Abor et al. (2006) pointed out that SMEs can rely on common finance institutions besides

conventional financial institutions.
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Akorsu et al. (2012) mentioned that factors such as moral hazard are the main reasons

to restrict credits. Akorsu et al. (2012) also proposed an alternative model to raise funds

under the context of Ghana.

In this cluster, the authors propose different solutions in different regions according to

different national conditions. if we link the contents to our labels, the words such as

"structure" and "contribution" can have a good description for this cluster.

4.4 Cluster 2

In cluster 2, there are 11 articles and we found the labels as follows: [’factor’, ’implemen-

tation’, ’continuity’, ’success’, ’critical’, ’structure’, ’file’, ’thesis’, ’bin’, ’submit’].

We found that these articles in this cluster also have regional characteristics. It mainly

focuses on the issue of SME financing under the Islamic context. Ramlia et al. (2019)

explore the concept Islamic finance in new technology based on Maqasid Syariah. Three

issues are raised in issues in developing the new concept of Islamic financing in automo-

bile industries. Firstly, Islamic automobile financing product awareness. Secondly there

is conflict between conventional financing and Islamic Hire purchase financing product

and new technology and maqasid syariah perspectives. Ramlia et al. (2019) think that

as the world and technology are changing the new concept combining with Islamic con-

tracts, technology must be based on Maqasid Syariah as the peer to peer lending, and

crowdfunding needs a view from the Islamic perspective. The new financial technology

and apps can be a big potential to develop new future Islamic automobile financing.

Other authors also mention crowdfunding can be used as an important means of financing

in this region. For example, Saiti et al. (2018) provide an alternative model for financial

markets. Combined with Fintech innovation, the problems can be addressed under the

Islamic background.

Miskam et al. (2018) discussed that in the general context of the Islamic financial ser-

vices sector, Fintech has in some ways changed the financial situation by promoting big

data applications, and it has improved the efficiency of financial decisions. At the same
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time, Miskam et al. (2018) pointed out that in the context of Islamic financial services,

by exploiting the value of information, it has been widely used in various fields such

as financing, takaful, investment, and wealth management. Miskam et al. (2018) also

think that big data can improve information sharing, operational efficiency, and customer

experience.

Nasiren et al. (2017) state that Business Continuity Management (BCM) as an essen-

tial facilitates management strategic tool can help ensure the viability of any business in

the event of a disruption and has been implemented in Malaysia for many years. But

SMEs’ knowledge of Business Continuity Management is still very low. SMEs also face

difficulties in implementing BCM in the system. Nasiren et al. (2017) identified 16 crit-

ical success factors through research to determine how to implement BCM in SMEs in

Malaysia.

In this cluster, it is mainly combined with the situation of Islam to explain the difficulties

faced by SMEs and these authors provide different financing solutions for these industries.

4.5 Cluster 3

There are 8 articles in cluster 3 and the labels we found from this cluster are: [’difficulty’,

’asymmetric’, ’global’, ’analysis’, ’university’, ’disclosure’, ’volume’, ’file’, ’school’,

’cheng’].

Anggreini et al. (2019) think that in the context of Indonesia’s rural banks, Anggreini et

al. (2019) used financial tools such as NPL, ROA, LDR and NLTA to compare whether

the development of Fintech harms rural banks. Anggreini et al. (2019) found that in

Indonesia, Fintech and rural banks have similar market segmentation in the fields of peer

to peer lending for SMEs and the retail market. Although the emergence of Fintech makes

people resort to Fintech companies, rural banks’ liquidities are not harmed.

Huang et al. (2014) think that the root cause of financing difficulties for SMEs is the

severe information asymmetry between financial institutions, which leads to adverse se-

lection and moral hazard. Huang et al. (2014) think that the financing theory of SMEs,
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information asymmetry and credit rationing theory are used to analyze the financing dif-

ficulties of SMEs and crack financing difficulties.

Xu et al. (2009) also mentioned that information asymmetry is the main problem that

restricts the development of SMEs (SMEs) financing. Xu et al. (2009) established a

multi-level screening system to integrate financial and non-financial indicators.

By analyzing the articles in this cluster, we can conclude that words such as ’asymmetric’

’difficulty’ can reflect the theme of this cluster. This cluster reflects that the difficulties

encountered by SMEs in the financing process are mainly related to information asym-

metry.

Other articles have also analyzed the problems that caused SMEs’ financing difficulties.

This cluster overlaps with the literature review. In the "Difficulties access to traditional

financing" chapter of the literature review, we have already concluded the problems that

caused the difficulties for SMEs, and we will not elaborate on them here.

4.6 Cluster 4

There are only three articles in cluster 4 and the labels that represent this cluster are as

follows: label [’ontology’, ’brand’, ’identity’, ’abstract’, ’university’, ’file’, ’paramount’,

’today’, ’faculty’, ’advancement’].

Elikan et al. (2018) stressed the importance of brand identity for startup and SMEs and

to conceptualize brand identity in startups and SMEs, Elikan et al. (2018) have have

proposed an ontology based on a systematic literature review, and the definition of relevant

contextual elements. The ontology that Elikan et al. (2018) proposed is based on the

OntoUML standards and it allows it to be mutable, expandable and reusable.

Ceci et al. (2016) and Butler et al. (2015) think that under the context of the financial

industry in need of making its compliance assessment activities more effective, the finan-

cial institutions hope to use the methods provided by AI to address the problems caused

by failing to comply with existing regulations, because the problems have caused the loss
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of billions of money. The problems can be addressed by regulatory compliance in the

financial industry.

What the three articles have in common is how to solve the problems of SMEs. The

first article is more different from the other two in the direction of establishing brand

identity, while the latter two are from a more specific point of view. With the help of

AI, companies can better comply with laws and regulations to expand the possibility of

financing. From the observation of labels, we can summarize that words such as "brand,"

"identity," "ontology." can all reflect the characteristics of this cluster.

4.7 Cluster 5

There are five articles in cluster 5 and the labels are as follows: [’journal’, ’global’, ’in-

tegrate’, ’science’, ’department’, ’innovative’, ’file’, ’space’, ’boost’, ’print’]. Singhal et

al. (2018) think that there is still much room for development for small and medium-

sized enterprises in the cold chain industry in India. However, SMEs in the industry face

the challenges of high initial investment despite government subsidies, country-specific

regulations and taxes, and awareness of the management of perishable products.

Some authors have proposed the concept of supply chain financing. For example, Mou et

al. (2018) think that supply chain finance has broken through the traditional credit model

and rapidly developed into an innovative financial business discipline. Core companies

have played a key role in improving supply chain financial credit. By analyzing the credit

risk of core enterprises in supply chain finance, through the "fuzzy analytic hierarchy

process" (FAHP), a supply chain financial credit risk assessment system was constructed

to evaluate the credit risk of core enterprises quantitatively. This enables companies to

take measures to control credit risk, thereby promoting the healthy development of supply

chain finance.

Liu et al. (2014) think that supply chain financing is a useful and important way to reduce

the financial burden on SMEs. Because it is pledged by inventory or part of the working

capital of the financing enterprise and the supply chain financing breaks through the tradi-
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tional mortgage model and reduces the urgent need of cash flows for loans to enterprises.

The supply chain financing model increases the choice of financing methods for SMEs

and greatly reduces the risks for business participants. With more commercial banks’

participation and more emerging businesses, supply chain finance will be developed more

extensively to satisfy SMEs and thus promote economic development.

These articles mentioned a new method to solve the financing problem of SMEs, which

is to use supply chain financing.

4.8 Cluster 6

Cluster 6 accounts for the most articles, with a total of 54 articles. The labels are as

follows: label [’strategy’, ’global’, ’meeting’, ’community’, ’advance’, ’file’, ’agenda’,

’registration’, ’banga’, ’warren’].

Holotiuk et al. (2018) and Aagaard et al. (2015) acknowledge that SMEs are facing

difficulties. Holotiuk et al. (2018) think, due to the shortcomings of banks and Fintech

companies, an increase in alliances in the financial services industry can be observed.

Aagaard et al. (2015) aim to identify and describe key internal business processes that

contribute to growth through a longitudinal study of 11 SME case companies located in

low-growth areas.

Costin et al. (2018) introduce the ever-changing situation of the banking industry, which

involves the technological evolution and digitization process taking place in financial mar-

kets and society. Chia et al. (2019) mainly illustrate the examples of design thinking

applied to the design of new products for banks and discuss opportunities and challenges.

In other articles, the idea of Fintech has also been mentioned with different angles.Giudici

et al. (2018) first explain the emerging technologies, such as blockchain or big data, con-

tribute to the development of financial technology. At the same time, it is emphasized that

while developing the corresponding technology, policymakers must improve the appropri-

ate risk management methods. The development of artificial intelligence in the financial

field will stimulate people to discuss risk management practices.
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Nicoletti et al. (2017) emphasize that Fintech has made great progress in some areas, and

also emphasizes that although Fintech has many benefits, it is also accompanied by factors

such as overload data and extensive computation. Blockchains and cryptocurrencies are

mentioned again as an important part of Fintech.

Kandpal et al. (2019) think that the cashless system is not only a necessity but also

a need of today’s order. Although there is strong policy support for new technologies,

the usage of bank accounts and the uptake of formal financial services beyond savings

accounts still face great difficulties. At the same time, amendments to the banking act and

the establishment of trust between companies are also crucial to the development of the

Indian economy.

Aruna et al. (2019) urged India to step up its efforts to transform India into a cash-

less economy through existing Fintech methods. Aruna et al. (2019) also point out that

SMEs face obstacles in implementing technological innovation. This may hinder the de-

velopment of Fintech innovation. At the same time, it is pointed out that with the rapid

development of urbanization, the heavy use of the Internet and mobile phones, and the

improvement of network security, India will provide development opportunities for the

implementation of a cashless economy.

Singh et al. (2014) emphasize that micro-small and medium enterprises (MSMEs) have

made a significant contribution to the Indian economy. The Indian market has developed

rapidly. But at the same time, the Indian market faces pressure from international com-

petition. And there is pressure on loans in the country. These are all important factors

restricting the development of SMEs.

Boscor et al. (2015) think that for the development of export SMEs, quality, branding

strateiges, innovation and government policy support will improve SME’s competition in

international markets.

Through the analysis of these articles in this cluster, it can be seen that it is difficult to

analyze these articles from a unified perspective. But words such as "strategy," "global,"

can also see some characteristics of this cluster.
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4.9 Cluster 7

There are two PPTs in cluster 7. The contents of the label are as follows. [’speaker’,

’science’, ’music’, ’scan’, ’face’, ’match’, ’institute’, ’example’, ’agenda’, ’file’]

Stadelmann et al. (2018) introduced the contents of data science and machine learning by

ZHAW datalab. The contents are mainly an introduction to the institutions’ contributions

in the fields of robust deep learning, voice recognition, document analysis, and learning to

learn & control. It also shows that the agency has made great progress in face matching,

music scanning, speaker clustering, and learning to cluster. However, the specific contents

of SMEs and Fintech are not involved. Because this cluster is an artifact, we will not

consider these two PPTs.

4.10 Cluster 8

There are 17 articles in cluster 8 and labels are as follows: [’equity’, ’level’, ’private’,

’venture’, ’play’, ’association’, ’file’, ’minister’, ’rock’, ’magazine’]

Under the economies of transition countries in Central and Eastern Europe, Hyz et al.

(2008) describe that the importance of the SME sector is related to economic democra-

tization, social stability brought about by the development of the middle class, and the

creation of a large number of new jobs. Hyz et al. (2008) also point out the fact that

leasing has had a considerable impact on the development of the SME sector in the Polish

economy. The analysis performed is based on professional literature, information from

the leasing department, and opinions from leading market experts. Hyz et al. (2008)

describe the structure of the lease, its potential development direction, and the main ob-

stacles to the development of the essential types of lease transactions.

Carmona et al. (2018) point out that more and more Fintech services provided by newly

established startups, traditional financial institutions and large technology companies can

bring new competitive challenges to the competitive environment. Certain factors may

lead to anti-competitive behaviours, and the behaviours are network effects that result
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from using online platforms, accessing customer data, standardization, interoperability,

and using algorithms. Combined with item-by-item service analysis, the study provides

descriptive analysis and normative tools to predict and manage the occurrence of anti-

competitive behaviors.

Vidovi et al. (2018) point out that emerging and small companies are often behind innova-

tions that are vital to economic growth, especially in software, nanotechnology, biotech-

nology, and clean technology. Blockchain technology and digital financial technology

services are likely to completely change the financial market, especially the way to solve

information asymmetry. SMEs are often the most vulnerable to the shortage of collateral.

Other emerging technologies, such as industrial robotics, biotechnology, 3D printing, nan-

otechnology, also heavily involve the distribution and production of SMEs. Vidovi et al.

(2018) also point out that knowledge spillovers, access to networks and opportunities to

partner with larger enterprises have influenced SME’s innovation. Potential synergies and

trade-off taking place across diverse areas of interaction in the policy mix, including dis-

tortionary effects that may be introduced by some policy actions, should be paid more

attention.

At the same time, Vidovi et al. (2018) proposed that the connection between local, na-

tional and global levels is also a challenge for SMEs, but the establishment of this en-

trepreneurial eco-system can facilitate innovative entrepreneurial spirit in different eco-

nomic environments.

Vasilescu et al. (2010) propose the concept of factoring, which is a complete financial

package that combines working capital financing, credit risk protection, accounts receiv-

able bookkeeping and collection services. For the financial needs of SMEs and start-ups,

Factoring can replace traditional bank credit because the advantage of factoring is that the

SMEs can cash its debt. Based on the fact that factoring does not require collateral, it can

enable SMEs to improve cash flow without increasing debt levels.

Based on the Serbian example, Eric et al. (2011) believe that although innovative SMEs

are the backbone of innovation in the development of economies, these SMEs face dif-

ficulties in financing. Eric et al. (2011) think that undeveloped financial markets, un-

66



favourable terms of debt financing and insufficient volume and scope of government sup-

port programs cause the financing problems for SMEs.

4.11 Cluster 9

There is one article in cluster 9 and the labels are as follows: [’expand’, ’alternative’,

’report’, ’statistic’, ’file’, ’entrepreneur’, ’horizon’, ’federation’, ’exchange’, ’monthly’].

Ivanets et al. (2018) reviewed more than 200 articles of the theme of Fintech, and they

mainly summarize the following points of Fintech by statistics. Firstly, large investment

banks have conducted transactions or "exits" with a larger amount of money. Second,

from the perspective of traditional vertical and hubs, Fintech’s innovation is more diverse.

Third, in addition to big banks and large insurance companies, mid-tier banks, insurance

and wealth management also actively participate in corporate investments. Fourth, the

new policies help the development of Fintech investment. Because this article is more

similar to a survey, and that is why it is different from other clusters.

4.12 Overview of results

The thesis mainly discussed the use of K-means and hierarchical clustering for document

clustering. At the same time, by reviewing 168 articles in ten clusters, we find that hier-

archical clustering is more effective than K-means clustering for our dataset.

Because our dataset is based on two sets of keywords which ara "SME financing diffi-

culties" and "Fintech SME solutions," these articles in the clusters have great similarities.

We can also know the strong similarities when we see the silhouette score. The silhouette

score for "k cut" is around 0.

By reviewing these articles, we can also conclude that some clusters show strong dissim-

ilarities with other clusters. Cluster 4, cluster 7 and cluster 9 have strong dissimilarities

with other clusters. In cluster 7, the two PPTs are mainly about the applications of data
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science in different fields and the progress led by ZHAW datalab. However, these two

PPTs did not cover much information about SMEs and Fintech.

The reason why Cluster 4 is different from other clusters is mainly that these three articles

in cluster 4 are all about building models to solve specific problems for SMEs, such as

the brand identity for SMEs and regulatory compliance for SMEs. These authors also

provided models associated with different problems. The articles in other clusters tend

to understand the difficulties faced by SME from a macro perspective and how to solve

SMEs’ problems by including Fintech and other means. The article in cluster 9 uses

statistics to explain the expanding influence of Fintech in the field of financial services.

In terms of cluster similarity, according to SMEs’ problems of financing difficulties. Clus-

ter 0, cluster 1, cluster 2, cluster 3 and cluster 8 all summarize the reasons. In cluster 3,

one of the prominent reasons that SMEs face financing difficulties is mainly due to the

information asymmetry between banks and SMEs.

For cluster 0, cluster 1, cluster 2 and cluster 8, we can also see strong similarities with

each other. These clusters try to discuss the SME financing difficulties under the con-

text of underdeveloped areas. cluster 0 is based on China, and cluster 1 is mainly based

on the underdeveloped countries in Southeast Asia, South Asia, and Africa. Cluster 2

is based on Islamic countries, and Cluster8 is based on some Eastern European coun-

tries. The geographical characteristics of these countries are different, so the focus of

solving the financing problems of SMEs is different. For example, in cluster 1, those

authors mentioned that it is important to establish an SME alliance to combat financing

problems. Cluster 2 emphasizes that when dealing with SME financing problems, policy-

makers should consider Islamic background.

Besides the solutions presented by cluster 0, cluster 1, cluster 2 and cluster 8 based on

the different regions, cluster 5 and cluster 6 also give different perspectives. The authors

in cluster 5 think that the method of supply chain financing is an alternative solution,

and the articles in cluster 6 are inclined to address the SME financing problems with the

development of disruptive technologies.

By analyzing the correlation of these clusters, we can conclude that SMEs play an impor-
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tant role in both developing and developed countries. However, problems such as infor-

mation asymmetry between banks and SMEs, SMEs-unfriendly policies hinder the SME

financing from the official source. Resolving the issue of policies is an important prereq-

uisite. Besides, the development of disruptive technologies such as AI and blockchain can

help solve SME financing problems. Other than that, it is also helpful to take advantage

of the SME alliance and supply chain financing to solve the problem for SMEs.
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Chapter 5

Conclusion

An important task in research consists in analyzing the literature. However, since the

number of publications tend to increase with time, this task may get difficult. Various

approaches exist to reduce the number of references for a given topic. The first consists

in narrowing the research by adding keywords or by combining a basic search with filters

on citations or citing articles. Unfortunately, these approaches usually exclude papers that

could be of interest.

Unfortunately, adding keywords finally results in narrowing the search in a way that is not

always appropriate. Some papers may be of interest, even if they do not fit the first idea

of the researcher.

Instead of this a priori approach, in this thesis, we use an alternative technique which

consists in analyzing automatically the papers and extract information from their content

by the mean of text mining. In this way, we could make groups of papers that are dealing

with the same topic and have a better idea of the trend in research on that topic. As

opposed to the keyword approach, we deduce the topics from the papers and they are

not restricted by the researcher. In this way, new trends may be considered that would

otherwise be missed. Technically, by only using simple keywords such as “SME financing

difficulties” and “Fintech SME solution”, almost 200 papers were obtained. A first rough

analysis was used to identify some papers that were difficult to analyze altogether with



the others, mainly because they were written in a different language. A second step in the

analysis was to apply text mining in order to group those papers in few clusters. In this

case, 10 clusters were selected.

A deeper analysis allows us to identify some interesting trends like the relation between

SME financing through fintech and cryptomoney, or the special case of financing SMEs

in the special context of china. Obviously, identifying these groups of papers that prove

a special interest of the scientific community would not be possible if specific keywords

were used.

From the financing SMEs point of view, the main achievement of this thesis is the iden-

tification of topics that could have otherwise been missed. The next step for a researcher

is to consider only a group of those papers based upon their content and focus on the so

found rather small number of relevant papers.

From a more general point of view, we prove that the principle of meta-analysis may

be considered in a simple way by the use of computer aided methods like text mining.

As opposed to more classical approaches for making a literature review, this approach is

highly scalable and allows the researcher to implicitly consider a large number of articles.
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