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Résumé 

Ce mémoire étudie le potentiel de l'IA générative avec la reconnaissance vocale en tant 

qu'outil pédagogique pour les élèves ayant des difficultés scolaires. Plus précisément, 

nous cherchons à savoir si les canaux de communication médiatisés par l'IA, en 

particulier ceux dotés d'une assistance vocale, peuvent soutenir les performances 

scolaires de ces élèves et répondre à leurs besoins spécifiques en comparaison avec des 

interactions traditionnelles entre l'enseignant et l'étudiant. Fondée sur le modèle de la 

richesse des médias et sur la théorie de la présence sociale, l'étude explore l'impact de 

l'IA générative avec reconnaissance vocale sur les performances, les perceptions et les 

intentions d'utilisation, en particulier pour les élèves ayant des difficultés scolaires et 

linguistiques. Les effets sont comparés entre trois modalités : (1) IA générative basée sur 

le texte, (2) IA générative basée sur la voix et (3) une interaction en ligne synchronisée 

entre l'élève et l'enseignant.  

Ce mémoire utilise une méthode mixte, une conception intra-sujet utilisant une structure 

factorielle 2x3 pour comparer trois modalités de communication, l'IA générative basée 

sur le texte, l'IA générative basée sur la voix, et la conversation en ligne à distance avec 

un enseignant, à travers deux groupes de participants - des élèves avec et sans difficultés 

scolaires. Les participants ont été recrutés dans une école nord-américaine (Secondaire) 

et dans un laboratoire d'expérience utilisateur, où ils ont effectué des tâches structurées 

avec chaque modalité. Après avoir complété chaque tâche, les participants ont rempli un 

questionnaire évaluant leur satisfaction. À la fin de l'étude, ils ont classé leur expérience 

globale des différentes modalités en fonction de variables clés telles que la confiance, la 

confidentialité et l'intention d'utilisation.  Les données ont été analysées à l'aide de 

techniques statistiques, notamment la régression linéaire, la régression logistique et la 

régression logistique cumulative avec des intercepts aléatoires, afin d'examiner les 

relations entre le type de média, la performance, les perceptions, la satisfaction et 

l'intention d'utilisation. 



Les résultats révèlent que, bien qu'il n'y ait pas de différence significative dans 

l'engagement comportemental ou des taux de réussite des tâches entre les trois 

modalités, le temps de réalisation des tâches était significativement plus court avec les 

outils d'IA générative qu'avec la conversation à distance avec l'enseignant. Malgré cette 

efficacité, les élèves ont perçu leur conversation avec l'enseignant comme plus fiable et 

plus confidentielle. L'engagement comportemental, bien qu'il ne soit pas statistiquement 

différent, est apparu plus élevé dans les interactions dirigées par l'enseignant, avec un 

désengagement notable dans les modalités d'IA. Ce désengagement est souvent corrélé 

au manque de clarté des instructions émises par les élèves ainsi que par l'outil d'IA 

générative, mais également par un manque de compréhension ou encore par une 

interprétation erronée des réponses de l'IA générative comme étant des indications que 

la tâche est complétée. L'IA générative avec assistance vocale a été perçue comme 

moins fiable et confidentielle que les interactions dirigées par des humains, en 

particulier par les élèves ayant des difficultés scolaires. L'analyse a également révélé que 

les taux de réussite des tâches étaient positivement corrélés à la satisfaction des élèves à 

l'égard du type de média, tandis que les perceptions de la confiance et de la 

confidentialité ne déterminaient pas significativement la satisfaction. En outre, la 

satisfaction n'a pas eu d'impact significatif sur l'intention des élèves d'utiliser le média, 

ce qui suggère que d'autres facteurs peuvent jouer un rôle plus important dans la 

détermination de leurs préférences.Cette étude contribue à la compréhension du rôle de 

la richesse des médias et de la présence sociale dans les environnements éducatifs, en 

soulignant les forces et les limites de l'IA générative avec assistance vocale pour 

soutenir les élèves ayant des difficultés scolaires. Ces informations sont précieuses pour 

les éducateurs et les développeurs d'IA qui cherchent à améliorer l'engagement des 

élèves et les résultats de l'apprentissage par le biais de canaux médiatiques optimisés. 

Mots-clés : IA générative, assistance vocale, difficultés scolaires, performances des 

élèves, expérience utilisateur, richesse des médias, présence sociale, perception, 

satisfaction, intention d'utilisation. 

 



Abstract 

This thesis investigates the potential of generative artificial intelligence (AI) with speech 

recognition as an educational tool for students with academic difficulties. Here, we 

examine how AI-mediated communication channels, particularly those with voice 

assistance, can support the academic performance of these students and address their 

specific needs compared to traditional teacher-student interactions. Grounded in the 

Media Richness Model and Social Presence Theory, this study explores how generative 

AI with speech recognition impacts performance, perceptions of trust and 

confidentiality, and usage intentions, particularly in students with academic and 

language difficulties. The effects are compared across three modalities: (1) text-based 

chat with generative AI, (2) voice-based chat generative AI, and (3) and a text-based 

chat with teacher. 

The study employs a 2x3 factorial design to compare the three communication 

modalities across two groups: students with academic difficulties (treatment group) and 

students without academic difficulties (control group). Participants were recruited from 

a single North American secondary school (junior high school) and a user experience 

laboratory and completed structured French grammar tasks using each modality. After 

completing each task, participants filled out a questionnaire to assess their satisfaction. 

At the end of the study, they ranked their overall experience across modalities based on 

key variables such as trust, confidentiality, and intention to use. Data were analyzed 

using linear regression, logistic regression, and cumulative logistic regression with 

random intercepts to examine the relationships between media type, performance, 

perceptions, satisfaction, and intention to use. 

The findings reveal that while there was no significant difference in behavioral 

engagement or successful task completion rates across the three modalities, task 

completion time was significantly shorter with the text-based generative AI tool compared 

to the text-based chat with the teacher. Despite this efficiency, students perceived the 

synchronized chat with the teacher as more reliable and confidential. Behavioral 

engagement, though not statistically different, appeared highest in teacher-led 



interactions, with noticeable disengagement in AI modalities. This disengagement was 

often attributed to unclear instructions from both the students and the generative AI tool, 

as well as misunderstandings, or students mistakenly interpreting AI feedback as an 

indication of task completion. Generative AI with voice assistance was perceived as less 

trustworthy and confidential than human-led interactions, particularly by students with 

academic difficulties. The analysis also revealed that successful task completion rates 

were positively correlated with students’ satisfaction with the media type, whereas 

perceptions of trust and confidentiality did not significantly determine satisfaction. 

Furthermore, satisfaction did not have a significant impact on students’ intention to use 

the media, suggesting that other factors may play a stronger role in shaping their 

preferences. 

 

This study contributes to understanding the role of media richness and social presence in 

educational settings, highlighting the strengths and limitations of generative AI with voice 

assistance for supporting students with academic difficulties. These insights are beneficial 

for educators and AI developers aiming to improve student engagement and learning 

outcomes through optimized media channels. 

 

 

Keywords: Generative AI, Voice assistance, Academic difficulties, Student performance, 

User experience, Media Richness, Social presence, Perception, Satisfaction, Intention to 

use. 
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Chapter 1: Introduction 

High school dropout rates in North America are becoming a significant social and economic 

issue (De Witte et al., 2013). In Canada, for example, 10% of individuals aged 20–24 had not 

completed high school in 2005 (Bowlby, 2005). Similarly, in the United States, 2.1 million 

young adults aged 16 to 24 had dropped out of high school by 2022, leaving them without a 

diploma (National Center for Education Statistics, 2024). In the United States, the 2019 dropout 

rate for students with developmental and educational disabilities was significantly higher 

compared to their peers without such disabilities, with rates of 10.7% and 4.7%, respectively 

(National Center for Education Statistics, 2020). Students with disabilities often struggle to read 

and understand large blocks of information, leading to overwhelm, particularly for those with 

attention deficits (Woodfine et al., 2008). Meeting the needs of these students is therefore 

essential in preventing students dropouts (Cardon & Christensen, 1998) and improving 

educational outcomes(Izzo et al., 2009). 

The rapid development and use of generative AI (GenAI) tools (Popenici, 2023), defined as 

systems capable of creating and designing content that appears original and meaningful, 

including text, images, derived from existing training data (Feuerriegel et al., 2024), have raised 

expectations for their potential to support students(Baidoo-anu & Ansah, 2023), particularly 

those with academic difficulties (Hellesnes et al., 2024). Many of these tools, such as text-based 

generative AI chatbots, allow students to engage by typing questions and reading responses(aza 

et al., 2018). Educational organizations such as Alloprof1 and Khan Academy recognize the 

importance of such tools and are working to integrate them into their platforms to enhance 

accessibility and reduce the cost of student support (Moisan, 2024; Kahnmigo, n.d.). The launch 

of the generative AI chatbot, ChatGPT in November 30, 2022, by OpenAI introduced a powerful 

AI-driven conversational AI tool capable of engaging in human-like dialogue and performing 

complex tasks, including writing, explaining intricate topics, and debugging code (Azaria et al., 

 
1 Alloprof is a Quebec-based non-profit organization in Canada that provides free educational 
resources to support students, parents, and teachers. It aims to assist students from elementary to 
high school by offering tools and services across various subjects, including math, science, 
French, and history, to make learning more accessible and effective. 



2024). It increased accessibility of AI chatbots for users, as it is available 24 hours per day 

(Panda & Kaur, 2023), allowing users to engage with it at any time according to their needs and 

preferences. Also, its potential to function as a personalised tutor has raised important questions 

about its role in supporting students in education (Nguyen et al., 2022).Within educational 

contexts, generative AI holds promise for various activities, including writing development, 

enhancing conceptual understanding, generating practice exercises, promoting problem-solving 

and critical thinking skills, assisting with research, and providing personalised feedback (Ha, 

2024). Studying AI is essential to understand its impact on learning, address its limirations, and 

ensure its effective and ethical integration into education (Sasikala et.al, 2024). 

However, text-based communication format can pose challenges for students with learning or 

language difficulties(Woodfine et al., 2008). These students often struggle to read and 

understand large blocks of information, leading to overwhelm, particularly for those with 

attention deficits (Woodfine et al., 2008). Writing difficulties further hinder effective 

engagement with text-based chatbots (Patty, 2024), limiting their ability to engage and complete 

tasks(Kumar & Nithiya, 2022). For students with academic and language difficulties, 

particularly, the speech-to-text capability of such tools could offer a more natural and less 

intimidating exchange by allowing voice input instead of written commands, enabling a more 

effective focus on learning (Shadiev et al., 2014). This connection enables students to focus more 

on understanding the material and solving problems without the strain of spelling, writing and 

reading extensive text(Kraft, 2023).  Heiman and Percel have demonstrated that students with 

learning difficulties prefer visual or oral explanation to purely texted ones (Heiman & Precel, 

2003). Such tools facilitate quicker task completion (Abdo et al., 2023), as students can 

communicate more naturally by speaking rather than typing (Schmitt et al., 2021). This 

interaction helps students overcome communication barriers with AI (Padhi et al., 2024), 

allowing them to achieve more, feel competent, and avoid limitations stemming from challenges 

in written expression(Bone & Bouck, 2017). 

Research shows that students with early language impairments face a significantly higher risk of 

reading difficulties(Catts et al., 2002). Whereby, children with below-average receptive or 



expressive language skills are six times more likely to struggle with reading comprehension and 

word recognition by the second and fourth grades, with nearly 50% developing reading 

disabilities (Catts et al., 2002). Since reading depends highly on language skills, difficulties in 

understanding or using spoken language often lead to issues in reading comprehension problems 

(Hulme and Snowling, 2011). In addition to language impairments, learning disabilities such as 

dyslexia, dyscalculia, and dysgraphia further hinder academic progress by affecting reading, 

writing, and information processing (Snowling & Hulme, 2012). For instance, students with 

dyslexia commonly struggle with spelling and writing fluency, disrupting key stages of writing, 

such as planning and revising (Hebert et al., 2018). Longitudinal studies also indicate  that 

children whose language impairments persist into primary grades (ages 5 to 6) face heightened 

risks of future academic challenges, particularly in reading, compared to those whose difficulties 

resolve earlier (D. V. M. Bishop & Adams, 1990; Stothard et al., 1998). Students with such 

academic difficulties are consequently at a greater risk of dropping out (National Center for 

Education Statistics, 2020). These findings underline the need for early intervention that support 

language development and learning disabilities to improve long-term academic outcomes and 

prevent dropout.  

While generative AI holds promise, its reliance on reading and writing can limit accessibility for 

some students (Patty, 2024; Kumar &Nithiya, 2022). Integrating text-to-speech (TTS) and 

speech recognition technologies with AI chatbots may offer a viable solution for students with 

learning and language difficulties, as these tools enable verbal communication, and reduce the 

cognitive load of reading and writing, allowing students to focus on learning (Berninger & 

Amtmann, 2003). For students who struggle with extensive reading and writing, these features 

ease frustration and provide a smoother, more comfortable learning experience (Bouck et al., 

2012).. Research has shown that TTS can make reading more engaging and accessible for 

students with disabilities; for example, middle school students with disabilities reported greater 

enjoyment and comprehension when using TTS, as it helped them access grade-level material 

more fluently and efficiently (Bouck et al., 2012). Students with reading disabilities find TTS 

beneficial because it helps them read faster, reduces fatigue, and alleviates stress, enabling them 

to complete tasks more independently and within a manageable timeframe (Elkind et al., 1996). 

TTS tools can also support students with ADHD by reducing distractibility and stress, helping 



them maintain focus and experience less fatigue during reading tasks (Hecker et al., 2002). In 

addition, TTS allows students with reading difficulties to receive spoken feedback (Caverly, 

2008.), while speech recognition enables them to ask questions verbally(Mandal et al., 2015), 

making communication less frustrating (Forgrave, 2002). Auditory input can help students with 

ADHD maintain focus for longer periods (Bone & Bouck, 2017). Research shows that TTS 

improves engagement, comprehension, and autonomy by reducing the cognitive demands of 

word recognition, allowing students to focus on content rather than mechanics (Bouck et al., 

2012; Grunér et al., 2018; Moorman et al., 2010). This increased independence and reduced 

reliance on external assistance enhance students' motivation to continue learning (Edyburn et al., 

2005). Addressing these difficulties is essential to bridging the gap between students (Edyburn, 

2020), reducing dropout rates (Cardon & Christensen, 1998), and providing the necessary 

support to help them succeed (Forgrave, 2002). 

While generative AI has seen significant advancements (Popenici, 2023), there remains limited 

understanding of whether generative AI can effectively support students with academic and 

language challenges(Michel-Villarreal et al., 2023). Traditionally, students rely on teachers, 

peers, and their schools for learning support (Bojuwoye et al., 2014), raising the question of 

whether AI chatbots, such as ChatGPT, can replicate the rich, complex knowledge transmission 

that teachers provide (Rane, 2023). Unlike AI, teachers provide not only academic instruction 

but also emotional and motivational support (Rane, 2023), encouraging a level of trust and 

confidentiality that technology may struggle to match (Amoozadeh et al., 2024; Chan & Tsi, 

2023; Dzhorobaeva et al., 2024). This highlights the tension between the potential of AI and the 

established value of human teachers(Chan & Tsi, 2024), especially for students facing significant 

academic challenges(Hellesnes et al., 2024). Moreover, limited research exits on the effects of 

generative AI chatbots in education for diverse learner profiles (Wu & Yu, 2024).  While some 

studies emphasize the potential of generative AI in education, such as enhancing learning 

outcomes and providing personalized support, other research presents conflicting evidence, 

highlighting concerns regarding its efficiency and potential limitations in educational contexts 

(Zhang et al., 2024). The specific benefits of speech-enabled AI chatbots for students in 

education, in comparison to both text-based AI chatbots and digital human tutoring, remain 

underexplored (Belda-Medina & Kokošková, 2023; Jeon & Lee, 2024; Wang et al., 2024). 



The study presented in this thesis aims to address these issues by drawing upon the Media 

Richness (MRT) and Social Presence (SPT) theories to compare the effectiveness of different 

modalities in enhancing students' performance. According to MRT, the richness of a 

communication medium should align with task complexity to minimise ambiguity and 

miscommunication (Daft and Lengel, 1984). Richer media provide essential features, such as 

immediate feedback, multiple cues, language variety, and a personal focus, which are crucial for 

managing complex tasks (Daft and Lengel, 1986). In this study, we assess three media types 

which closely correspond to MRT: (1) a voice-based chat generative AI, (2) a text-based chat 

with generative AI, and (3) a text-based chat with teacher. The more the medium aligns with the 

theory’s criteria, the richer it will be considered (Johnson and Keil, 1999). Thus, the voice-

enabled generative AI chatbot, with its auditory cues and rapid feedback, represents the richest 

medium, while the synchronized chat with a human tutor offers personalized feedback but lacks 

the auditory features. The text-based generative AI chatbot, as the leanest medium, offers 

adaptability but lacks both auditory and non-verbal cues (Daft and Lengel, 1986; Johnson and 

Keil, 1999). 

The SPT suggests that different communication types convey varying levels of personal, 

emotional, and engaging connections, impacting users' experiences (Short et al., 1976), is 

employed to analyse students' perceived risk by examining how different modalities influence 

their perceptions of trust and confidentiality. According to SPT criteria, the synchronized chat 

with a human tutor offers the strongest emotional connection among the three modalities (Short 

et al., 1976), providing real-time communication and personalised responses from a teacher who 

brings emotional intelligence and empathy, promoting a supportive experience (Al Jaberi et al., 

2024). The voice-enabled chat with generative AI follows, as its auditory cues and 

conversational tone simulate human qualities but lack the depth of empathy found in a human 

tutor (Short et al., 1976). The text-based generative AI chat has the lowest level of social 

presence; while it can offer personalised responses, the absence of auditory and visual cues 

results in a more impersonal experience (Short et al., 1976). 

 

 



1.2	Research	Questions	and	Research	Design	

The Iination of MRT and SPT provides a framework to evaluate the effectiveness of each 

modality in supporting students with academic difficulties. In particular, this framework has a 

potential in building a theoretical foundation, for assessing student performance and 

perceptions, which lead to the formulation of the following research questions:  

Research question 1:  To what extent do generative AI chatbots support the 

academic performance of students compared to teacher-student interactions? 

Research question 2: To what extent does generative AI with speech recognition 

impact the performance, perception, and AI usage intentions of students with 

academic and language difficulties, compared to text-based AI? 

This study adopts a 2x3 within-subjects experimental design, comparing the performance and 

perceptions of two groups of students, those with and without academic difficulties, across three 

distance education modalities: a text-based chat with generative AI, a voice-based chat with 

generative AI, and a synchronized text-based conversation with a teacher. This resulted in six 

experimental conditions, with each group interacting with all three modalities: students with 

academic difficulties (treatment group) using each modality and students without academic 

difficulties (control group) doing the same. Students were randomly assigned to these modalities 

while performing grammar exercises in French. Conducted in both controlled and school 

settings, this study seeks to enhance AI accessibility, bridge educational gaps, and explore the 

potential of generative AI in education.  

1.3	Thesis	Outline	

This thesis is composed of 7 chapters. The following chapter presents a comprehensive literature 

review, discussing the Media Richness Model and Social Presence Theory as foundational 

frameworks for understanding the impact of different media types on student performance, 



engagement, trust, and confidentiality. This chapter also investigates the specific needs of 

students with academic and language difficulties, examining how digital tools impact their 

academic experience. This review situates prior findings within the study’s objectives of 

assessing AI-mediated communication's role in supporting student engagement and shaping 

perceptions. Then, Chapter 3 reviews previous studies and findings, suggesting how these 

insights shape the hypotheses of this thesis. Chapter 4 outlines the methodology employed in this 

study, followed by Chapter 5, which presents the data analysis process and results. Chapter 6 

provides a discussion of these findings, and Chapter 7 concludes the thesis by summarizing the 

main results, discussing contributions to theory and practical implications, and offering 

recommendations for future research. 

1.4	Student	Contributions	
The student’s contribution to this thesis is outlined in Table1. Conducted in the context of user 

tests at the Tech3Lab, HEC Montréal (Canada), this table summarises the key steps involved in 

completing the thesis, detailing tasks performed by the student and contributions from other 

parties, such as the co-directors and the lab’s operations team. The student’s involvement is 

quantified as percentages for each step, reflecting their input throughout the process, though 

these percentages do not account for the guidance and support provided by the co-directors. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 1. Student Contribution Table 

Research Process Student Contribution 

Research question 
Problem Definition (80%): Identified the research gap to shape the 
problem and its implications. The industrial partner defined the problem, 
which the student contextualised within academic research. 

Literature Review 
Literature Review (100%): Conducted research to identify relevant 
articles, reviewed them for relevance, and excluded those that did not align 
with the research topic. 

Conception and Experimental 

design 

Ethics Approval (80%): Submitted the application to the HEC Montreal 
Research Ethics Board, providing the required documentation. The 
application and documents were reviewed by the lab’s operations team and 
supervisors.                       
  
Experimental Protocol and Stimuli Development (80%): Developed 
and structured the experimental protocol, tested, and integrated generative 
AI prompts, and designed the Qualtrics questionnaire. 

Recruitment of participants 

Laboratory setting students (90%): Developed inclusion/exclusion 
criteria and identified participants through connections, schools, and social 
media platforms. 
 
School setting students (10%): Established criteria and coordinated with 
operations teams to ensure the school had the necessary recruitment 
information. 

Pre-tests and data collection 

Setup and data collection (80%): Installed the multi-device setup and 
conducted multiple tests and iterations to refine both the setup and the data 
collection process. During testing, I moderated sessions and observed 
participants, with technical support and organizational assistance provided 
by the Tech3Lab operations team. 

Data Analysis 

Data Extraction and Analysis (80%): Extracted the data and entered it 
into Tobbi and Observer XT, with analysis support provided by the 
Tech3lab. Independently interpreted and presented results based on the 
analysis. 

Writing the Thesis 

Thesis Writing (100%): All chapters were written by the student, 
incorporating feedback and advice from co-authors and supervisors. 

Note. The percentages reflect the student’s independent work and do not include the guidance and input provided by the project 

supervisors. 

 
 



Chapter 2: Literature review  

This chapter explores the theoretical and empirical foundations that inform our understanding of 

how different types of media influence the effectiveness of communication and learning. We 

begin by examining the concept of media richness and its role in determining the appropriateness 

of different media for transmitting information in an educational context. According to Media 

Richness Theory, richer media are more effective in resolving equivocality because they enable a 

more immediate, nuanced, and engaging exchange of information (Daft & Lengel, 1986). 

We then investigate into the concept of social presence, which reflects the extent to which a 

medium allows individuals to perceive a sense of personal connection and emotional engagement 

(Short et al., 1976). Research indicates that media with higher social presence cultivates an 

environment that stimulate interpersonal collaboration (Srivastava and Chandra, 2018). Previous 

findings also suggest high social presence in education is also associated with increased student 

engagement (Ngoyi et al., 2014), enhanced perceptions of learning, and greater overall 

satisfaction (Lowenthal, 2018). 

Lastly, this chapter introduces the three types of media analyzed in this study with different 

levels of media richness and social presence: text-based chat with generative AI, voice-based 

chat with generative AI, and a text-based chat with a teacher. We examine their respective 

characteristics in terms of media richness and social presence and discuss how these modalities 

affect students' learning performance, perceptions, satisfaction, and their intention to use them. 

The discussion emphasizes how different media can shape these outcomes by either enhancing or 

limiting students' ability to process information effectively and feel supported. By synthesizing 

existing research, this chapter not only provides a theoretical framework for understanding how 

media types influence learning and perception but also prepares the groundwork for the next 

chapter, where we assess the hypotheses and the methodology driving our experimental study. 

	

	

	



2.1	Understanding	Media	Types	in	Communication	and	Distance	Learning	

Effective communication is central to education (Morreale et al., 2009), as students learn through 

both explicit and implicit exchanges with teachers and peers (Ellis, 2009). Recently, education 

has increasingly embraced digital communication channels (Manea, 2020), reflecting a shift 

toward online learning and a reduced dependence on traditional face-to-face interactions (Hislop, 

2009). 

Distance education is characterised by a continuous separation of teacher and learner, guided by 

an educational organisation that oversees course planning, learning materials, and student 

support (Keegan, 1996). It relies on technical media such as print, audio, video, or the internet to 

provide content and facilitate two-way communication (Keegan, 1996). Learning often occurs 

individually rather than in groups, with limited opportunities for in-person or virtual meetings to 

support both instruction and social exchanges (Keegan, 1996). 

Online learning has seen significant growth over recent years as institutions increasingly 

embrace online education options (Hajhashemi et al., 2017). A survey by the National Center for 

Educational Statistics (NCES) found that, during the 2000–2001 academic year, 56% of degree-

granting colleges and universities provided distance learning courses (Waits, 2003). By 2003, 

34% of a representative sample of 1,000 higher education institutions offered fully online degree 

programs (I. E. Allen & Seaman, 2004). 

Distance learning provides several advantages, including flexibility and self-paced study, 

allowing students to choose when and where they learn according to their personal schedules 

(Fidalgo et al., 2020). This approach enables students to select their preferred learning methods, 

such as watching videos or reading materials online, without the need for commuting, making it 

both time-efficient and cost-effective (Means et al., 2009). The abundance of free or low-cost 

resources online, such as educational videos, articles, and learning platforms, reduces expenses, 

as does the decreasing cost of internet access and devices (Means et al., 2009). Students also 

have unlimited access to a vast range of information on the internet (Dahalan et al., 2012). 

 



However, distance learning has its limitations. For instance, It restricts human interaction, as 

students primarily engage with digital interfaces, and while some platforms offer discussion 

forums, they lack the depth of face-to-face communication (Weidlich et al., 2024). Furthermore, 

other disadvantages include challenges in maintaining student motivation, delays in receiving 

immediate feedback, the necessity of consistent and dependable access to technology, and 

occasional issues with accreditation (Fidalgo et al., 2020). Distance learning is also often 

theoretical, limiting its applicability in hands-on fields, such as scientific specializations, where 

practical experience is essential (Hosseindoost et al., 2022).    

Another significant challenge in distance learning is retaining students, as studies show that 

online learners are more likely to discontinue their studies compared to those in traditional 

classrooms. For instance, Research found that 70% of adult learners enrolled in corporate online 

programs failed to complete them (Meister, 2002). Similarly, the Corporate University Xchange 

(2000) highlighted learner retention as a major challenge in online education. Research has 

consistently shown that dropout rates are higher among online students than those in traditional 

face-to-face classes (Hiltz, 2019; Phipps & Merisotis, 1999). 

In the evolving educational environment, the choice of media plays an important role in how 

effectively information and emotions are conveyed, a concept known as media richness (Daft & 

Lengel, 1986). According to MRT, diverse communication methods (in-person, live digital 

platforms, and asynchronous tools) are employed, understanding their effectiveness in 

transmitting information becomes essential (Daft & Lengel, 1986). MRT provides a framework 

for explaining how various media differ in their ability to reduce ambiguity and enhance 

understanding (Daft & Lengel, 1986). 

Media Richness Theory explains that communication channels vary in their ability to transmit 

information effectively and reduce ambiguity or misunderstandings (Daft & Lengel, 1986). The 

theory distinguishes between two types of information conveyed through media: explicit 

information, which refers to the factual content of a message, and symbolic information, which 

includes implicit components such as emotional tone, non-verbal cues, and the sender’s intent 

(Daft & Lengel, 1986). Daft and Lengel (1986) developed a hierarchy of media richness based 

on four key criteria: the immediacy of feedback, the medium’s ability to convey multiple cues, 



the use of natural language, and the level of personal focus. According to these criteria, face-to-

face communication ranks as the richest medium. The hierarchy then follows, in decreasing 

order of richness, with video, telephone, email, postal letters, notes, memos, flyers, and bulletins.  

Media Richness Theory (MRT) explains how different communication channels vary in their 

ability to convey information effectively, particularly in managing ambiguity and enhancing 

message clarity. Richer media, such as face-to-face exchanges and live conversations, are better 

suited for ambiguous or uncertain contexts because they provide immediate feedback, 

incorporate multiple cues like tone and gestures, use nuanced language, and promote a personal 

focus, making communication more engaging and tailored (Daft & Lengel, 1986). In contrast, 

leaner media, such as emails (Bergin et al., 2016), are more appropriate for straightforward tasks 

in stable environments, as they lack these features and carry minimal risk of misinterpretation 

(Daft & Lengel, 1986). 

By reducing equivocality, the uncertainty when messages can be interpreted in multiple ways, 

richer media minimize misunderstandings and promote shared understanding (Daft & Lengel, 

1986). MRT thus offers an important framework for analyzing how media richness impacts 

communication effectiveness, particularly in complex or emotionally nuanced interactions (Daft 

& Lengel, 1986). 

However, applying MRT to educational settings reveals a nuanced picture. Research in distance 

education has shown that richer media, such as video and interactive platforms, are associated 

with higher student satisfaction, enhanced communication between faculty and students, and 

greater appreciation for the course delivery format (Shepherd & Martz Jr., 2006). Yet, a meta-

analysis of studies using MRT in computer-assisted instruction indicates that leaner media can 

sometimes lead to better learning outcomes, with audio leading to higher achievement scores 

than video, and plain text outperforming text combined with graphics (Timmerman & Kruepke, 

2006). Also, studies examining satisfaction separately from achievement have found that while 

richer media such as video and audio are closely linked to learner satisfaction, leaner media, such 

as text, tend to be associated with higher achievement scores (Otondo et al., 2008). 

This suggests a potential discrepancy in MRT’s application within educational contexts, 

indicating that while richer media may enhance satisfaction (Shepherd & Martz Jr., 2006), leaner 



media might better support focused learning outcomes graphics (Timmerman & Kruepke, 2006). 

This nuanced relationship highlights the need for further research to refine MRT’s use in 

education, exploring how different media types align with diverse educational goals.  

2.2	The	Role	of	Social	Presence	in	Distance	Learning	Interactions	

Social presence has been defined as “the extent to which one feels the presence of a person with 

whom one is interacting” (Latchman & Latchman, 2000) and “the feeling one has that the other 

persons are involved in a communication exchange” (Carnevale, 2000). In essence, it reflects the 

degree to which individuals feel that the person they are communicating with is “real” and 

emotionally present. A high level of social presence develops a sense of connection and 

awareness of the other person’s emotions and intent (Short et al., 1976). 

Social Presence Theory is linked to two key concepts: Intimacy and Immediacy (Short et al., 

1976). Intimacy refers to the closeness experienced in an interaction and is affected by factors 

such as physical proximity, eye contact, non-verbal cues such as smiling, and engagement in 

personal conversation topics (Argyle & Dean, 1965). Immediacy refers to the psychological 

distance a communicator forms through their behaviour (Wiener & Mehrabian, 1968). It is 

expressed through non-verbal cues (e.g., physical proximity, facial expressions, or clothing) and 

verbal cues (such as tone and voice). 

Face-to-face communication offers the highest level of social presence because it incorporates 

non-verbal cues such as gestures, vocal tone, and facial expressions, helping students interpret 

emotions and feel a stronger personal connection. In contrast, text-based communication (e.g., 

emails or forum posts) provides low social presence, as it lacks verbal and non-verbal cues and 

delays feedback, making it more difficult to establish emotional connections (Short et al., 1976). 

Faster feedback enhances the perception of social presence, while delays reduce it, making 

exchanges feel less personal (Miranda & Saunders, 2003; Sproull & Kiesler, 1986). For instance, 

paper-based and text-based communication, such as email, are considered low in social presence 

due to the absence of verbal and emotional cues (Miranda & Saunders, 2003). Furthermore, 

computer-mediated communication can weaken social presence, as these interchanges tend to be 

self-absorbed, with less consideration for others' emotions and needs (Sproull & Kiesler, 1986). 

However, instant messaging, which provides real-time exchanges with immediate feedback, has 



been found to promote deeper connections than asynchronous forms such as email (Winter & 

Kuyath, 2006). Research shows that the shorter the delay in response, the higher the perceived 

social presence (Miranda & Saunders, 2003; Sproull & Kiesler, 1986).  

Previous studies in distance learning have shown that students' perceptions of their instructor's 

social presence can significantly influence their satisfaction and learning outcomes. For example, 

one study found a strong association between the perceived presence of the instructor and both 

affective learning and student satisfaction (Russo & Benson, 2005). Another study indicated that 

students with heightened perceptions of social presence reported greater levels of perceived 

learning and satisfaction with the instructor, with social presence perceptions serving as 

significant predictors of their entire learning experience (Richardson, 2001). 

Both Social Presence Theory and Media Richness Theory emphasize the importance of selecting 

the appropriate communication medium to match the context and task at hand, ensuring effective 

outcomes and minimizing miscommunication (Daft and Lengel, 1986 and Short et al, 1976). In 

education, face-to-face communication has long been the standard for teaching (O’Flaherty & 

Laws, 2014) and has proven effective in enhancing student learning (Lepper et al., 1990) and 

engagement (Cooper, 2023). However, with recent technological innovations (OpenAI, n.d.), it is 

important to inspect whether generative AI chatbots can similarly support students, improve their 

academic performance, and provide positive learning experiences. This study aims to investigate 

how students perceive these AI tools compared to their exchanges with a teacher, assessing both 

their effectiveness in meeting students’ needs and the students' general satisfaction with each 

medium. 

2.3	Generative	AI	vs.	Human	Teachers:	The	Impact	on	Learning	and	

Engagement	

2.3.1 Generative AI chatbot  

As UNESCO (2019) noted, artificial intelligence (AI) holds transformative potential in 

education, with applications becoming increasingly widespread. Also, in recent years, the 

integration of artificial intelligence (AI) into education has attracted considerable attention, with 

an increasing number of educational institutions and organisations investigating the potential 



advantages of technologies using AI (Dwivedi et al., 2021; Su & Yang, 2022). This potential was 

further realised with the release of the generative AI tool, ChatGPT on November 30, 2022, 

expanding AI's accessibility (Baidoo-anu & Ansah, 2023). ChatGPT, a language model initially 

based on GPT-3, predicts word sequences to generate human-like communication (Baidoo-anu & 

Ansah, 2023). The latest version, GPT-4, offers enhanced capabilities, including real-time 

internet access, making it more powerful (OpenAI, n.d.). 

Generative AI chatbots such as ChatGPT are designed to engage in conversational exchanges 

while providing timely, personalised feedback (OpenAI, n.d.). This makes it capable of 

answering students' questions, as well as clarifying and explaining their study material (Baidoo-

anu & Ansah, 2023). ChatGPT uses Reinforcement Learning with Human Feedback, which 

gives it the ability to immediately answer the questions as well as reduces the likelihood of 

generating inaccurate or harmful content (Xu & Ouyang, 2022). It is also able to offer students 

immediate assistance whenever they want, this eliminates their need for their teachers to answer 

when studying, as it is available anytime (Rahman & Watanobe, 2023). This corresponds with 

the immediacy of feedback criteria of the MRT (Daft and Lengel, 1986), as well as SPT’s 

immediacy criteria (Short et al., 1976)  

Generative AI models such as ChatGPT offer personalized tutoring by identifying student 

misconceptions and providing tailored feedback, enhancing individual learning experiences 

(Chen et al., 2020). Generative AI tool’s language translation capabilities (Johnson et al., 2016) 

also have the potential to improve accessibility, particularly for bilingual students or those 

studying in non-native languages, enabling a better understanding of educational materials 

(Nikolopoulou, 2024). 

Furthermore, research highlights generative AI’s potential to enhance learning through 

personalized tutoring, adaptive learning, and interactive engagement. For instance, Students can 

ask questions, receive customized feedback, and access tools such as language translation, study 

strategies, and revision advice (Baidoo-anu & Ansah, 2023).The ability to refine the tool’s output 

through prompt engineering adds another layer of customization, allowing students to tailor the 

conversations to their needs (Nazari & Saadi, 2024). 



This adaptability resonates with the personal focus and language variety dimensions of media 

richness (Daft and Lengel, 1986), demonstrating ChatGPT's ability to support diverse student 

requirements effectively through tailored feedback and tutoring. When comparing to human 

tutor, a study demonstrated that the tool could be able to provide more detailed feedback and 

better summarise student performance than human instructors, with assessments corresponding 

with those of teachers (Y. Wu et al., 2016). Given limited school resources (Greenwald, R et al., 

1996), automated feedback systems such as ChatGPT have the potential to support learning by 

offering personalised feedback, which is crucial for improving learning and achievement (T. 

Ryan et al., 2023). Research demonstrates AI's educational potential, with AI-powered adaptive 

learning platforms improving student performance, engagement, and motivation (Luo & Hsiao-

Chin, 2023). Furthermore, it demonstrated that generative AI tools, such as ChatGPT , have the 

potential to significantly improve programming students' performance by modifying the 

difficulty of problems to suit their knowledge level (Baidoo-anu & Ansah, 2023).  

As students increasingly rely on the internet to gather information and to explore new 

subjects(Bhagat et al., 2016; Çetiner et al., 2012), a diversity of digital platforms has emerged to 

offer academic support (Alloprof, nd; Khan Academy, nd). Recognizing this shift, educational 

organizations are leveraging the potential of generative AI to revolutionize education by not only 

assisting students in their learning but also supporting teachers in planning and providing 

educational material (Alloprof, nd; Khan Academy, nd). For instance,  Khanmigo, a GenAI-

based educational app from Khan Academy, is a subscription-based tool powered by GPT4 

through an API (Shetye, 2024).. It is designed to support learning activities and is particularly 

well-suited for educational contexts as a specialized AI teaching assistant, thanks to its teacher-

curated content, which minimises false or biased information (Shetye, 2024). Unlike other AI 

tools, it does not provide answers directly to students; instead, it patiently guides them through 

problems, enhancing deeper understanding and independent learning (Shetye, 2024). Integrated 

into Khan Academy's extensive content library, Khanmigo covers subjects such as math, 

humanities, coding, and sciences. Unlike other AI tools, it guides learners to find answers rather 

than providing them directly, mimicking a teacher’s approach (Shetye, 2024). 

Khanmigo includes various activity formats tailored to diverse learning needs(Shetye, 2024). 

The "Tutor Me" feature helps learners solve problems in subjects such as math, science, and 



humanities by breaking tasks into manageable steps and offering additional practice when 

necessary(Shetye, 2024). The "Refresh" feature allows students to test their understanding 

through quizzes that adapt to their grade level and prior responses, providing feedback and 

generating new questions based on their demonstrated knowledge (Shetye, 2024). The "Write" 

feature supports learners in essay writing, story crafting, and brainstorming, particularly focusing 

on admission essays by offering constructive feedback. For younger learners, the "Debate" 

feature encourages critical thinking and topic brainstorming, catering to elementary, middle, and 

high school students (Shetye, 2024). The "Chat" feature enables learners to have simulated 

conversations with literary characters or historical figures, making learning engaging and 

interactive. Also, the "Play" feature offers word-based games that encourage creativity and 

exploration. Khanmigo also includes an "Extra" section, which provides opportunities for 

learners to engage with the AI on topics that spark their curiosity, promoting exploration and 

deeper engagement (Shetye, 2024). 

Alloprof is also developing an AI virtual assistant called AlloFlo, to support primary and 

secondary school students by providing personalized and instant help (Moisan, 2024). The aim is 

to ensure students feel supported, even when their teachers or peers are unavailable (Moisan, 

2024). This assistant is designed to guide students through their learning process, helping them 

understand and solve academic challenges while addressing their specific needs (Moisan, 2024). 

On AlloFlo, students will be able to engage with a conversational chatbot to ask questions on any 

subject (Moisan, 2024). The chatbot will utilize Alloprof’s vast pedagogical resources to deliver 

fast, accurate, and educationally sound responses. Alloprof believes that this initiative can be part 

of the solution to Quebec's teacher shortage by providing every student with their own personal 

tutor (Moisan, 2024). The new chatbot is expected to launch in June 2025 (Moisan, 2024). 

However, generative AI chatbots, while innovative and adaptable, have been critiqued for 

various limitations that affect their effectiveness and ethical use in education (Lo, 2023). A 

literature review conducted by Lo (2023),  highlights several challenges associated with the use 

of generative AI in education, particularly concerning its accuracy, reliability, and implications 

for academic integrity. Its reliance on large datasets can lead to inaccuracies and biases, as it may 

be trained on research predominantly conducted in high-income countries or textbooks with 

limited global applicability (Mbakwe et al., 2023; Sallam, n.d.). Furthermore, studies have found 



that the generative AI tool often generates incorrect or even fabricated information known as 

“hallucinations", which can be misleading for students relying on it for learning (Mogali, 2024). 

Its limitations have been observed across domains such as programming (Megahed et al., 2024), 

where it produces incorrect code and fails to resolve errors, as well as in mathematics (Frieder et 

al., n.d.) sports science and psychology (Szabo, 2023), and health professions (Fijačko et al., 

2023). 

Concerns about academic integrity have also emerged, as content generated by generative AI 

often bypasses plagiarism detection tools such as Turnitin and iThenticate  (Khalil & Er, 2023; 

Ventayen, 2023). For instance, a study found that essays produced by ChatGPT had low 

similarity scores, averaging 13.72% on Turnitin and 8.76% on iThenticate, classifying them as 

highly original despite being AI-generated (Khalil & Er, 2023). Students who used ChatGPT 

were more likely to engage in plagiarism compared to those who did not, thereby compromising 

academic integrity (Bašić et al., 2023). Apart from issues of plagiarism, generative AI tools also 

raise significant concerns about fairness, as some students have access to its advanced 

capabilities to generate high-quality content, giving them an advantage over peers who lack 

similar access or resources (Cotton et al., 2024). This imbalance develops disparities in academic 

opportunities (I. Khan & Paliwal, 2023) and makes it challenging for instructors to fairly 

evaluate student performance (Farazouli et al., 2024). 

The use of generative AI in education presents both opportunities and challenges (Baidoo-anu & 

Ansah, 2023), requiring a careful balance between its potential benefits and inherent risks. 

Generative AI poses significant risks, such as producing incorrect information, bypassing 

plagiarism detection, and weakening cognitive autonomy ( Cooper, 2023; Lo, 2023; Rani et al., 

2023). Therefore, effective integration of AI in education necessitates careful planning, digital 

literacy, and ethical awareness (Krügel et al., 2022), along with well-defined strategies for 

incorporating AI tools into curricula (Rudolph et al., 2023; Tan, 2022). 

Despite these challenges and based on the findings we discussed in this chapter, it appears that 

generative AI demonstrates potential to enhance educational experiences by providing timely, 

tailored feedback and human-like responses (Baidoo-anu & Ansah, 2023). Its ability to adapt 

explanations based on student needs through prompt engineering (Nazari & Saadi, 2024) 



corresponds with the personal focus criterion of media richness, and its flexible language 

capabilities meet the language variety criterion (Daft and Lengel , 1986). However, the absence 

of voice assistance and non-verbal cues, such as tone of voice, body language, and facial 

expressions, limits the richness and social presence of the generative AI tool based on the criteria 

of MRT (Daft and Lengel, 1986). Based on these factors, it can be argued that ChatGPT is rich 

in immediacy, language variety, and personal focus, but leaner in multiple cues due to the lack of 

verbal and physical aspects (Daft and Lengel, 1986). 

In particular, the impact of generative AI tools is not uniform across all student profiles (Johnson 

& Johnson, 2020). Different groups of students, based on their academic performance and 

learning needs, may experience varying levels of benefit from these tools. Research suggests that 

high-achieving students benefit more from these platforms than their lower-performing peers, 

highlighting the need for additional support to guarantee equitable benefits (Johnson & Johnson, 

2020). 

One potential solution to overcome these limitations is the integration of voice-based interfaces. 

While text-based generative AI provides personalised support, its lack of auditory and non-

verbal cues reduces media richness and social presence (Daft and Lengel, 1986; Short et 

al.,1976). Voice-based interfaces have the potential to enhance the naturalness of interactions by 

incorporating auditory feedback (Schmitt et al., 2021), creating more effortless and natural 

conversations (Schmitt et al., 2021) which increases the richness of the generative AI 

communication modality (Daft and Lengel, 1986). Using audio feedback develop greater social 

presence (Portolese & Trumpy,2014)  which could increase student engagement (Imlawi, 2021), 

potentially bridging gaps for students with diverse learning needs, as it has been shown to 

positively impact learning performance(Schindler et al., 2017). The following section inspects 

how voice-enabled generative AI could further enhance educational experiences by tackling 

these challenges and limitations. 

2.3.2 Voice assistance  

Personal assistants such as Siri, Alexa, Cortana, and Google Assistant are speech-based Natural 

User Interfaces commonly integrated into smartphones and smart speakers (López et al., 2018). 

These assistants operate by receiving voice commands and performing tasks such as setting 



alarms, reading news, playing music, making calls, setting reminders, and answering questions 

(Hoy, 2018). Through speech recognition, they convert spoken language into text or commands, 

enabling natural voice communication(v et al., 2021). 

Voice assistants rely on technologies such as voice recognition, speech synthesis, and Natural 

Language Processing (NLP) to offer their services. Most of their processing occurs in the cloud, 

where voice commands are converted to text, processed, and returned as spoken 

responses(Terzopoulos & Satratzemi, 2020). NLP allows the assistants to interpret human 

language, while machine learning helps them recognize patterns and adapt to user preferences 

over time (Sheppard, 2017). 

The use of voice assistants in the US is steadily increasing, with projections indicating that by 

2028, 48.6% of the population, 53.4% of internet users or 170.3 million people, will use these 

technologies (e-Marketer, 2024). Studies highlight the positive impact of this technology. For 

instance, a study found that the convenience, ease of use, and hands-free operation of voice 

assistants are key factors driving user satisfaction, with participants expressing enjoyment and 

curiosity in their experience with the technology (Rzepka, 2019). 

Voice assistants are also beneficial for individuals with disabilities. For example, speech input 

has proven useful across various applications for users with motor impairments, such as enabling 

text entry on desktops (Manaris et al., 2002; Wagner et al., 2012) and smartphones (Naftali & 

Findlater, 2014), wheelchair control (Pacnik et al., 2005; Simpson & Levine, 2002) , and 

facilitating "free-hand" drawing (Harada et al., 2009). For individuals with visual impairments, 

speech input is more widely utilized on mobile devices compared to sighted users , as it offers 

greater efficiency for tasks such as text entry (Azenkot & Lee, 2013) and web browsing (Ashok 

et al., 2014). A study on using voice-based smart home control discovered that both older adults 

and individuals with visual impairments expressed positivity toward using voice commands to 

manage smart home systems (Portet et al., 2013). Other studies also revealed that users with 

multiple sclerosis (Stahl & Laub, 2017) and older adults (Callejas & López-Cózar, 2009), many 

of whom experienced motor impairments, expressed a preference for voice-based control of 

home features (e.g., doors, windows). The older adult group also showed a strong interest in 

using voice for communication, such as via phone (Callejas & López-Cózar, 2009). 



In education, previous findings emphasised the potential of speech-to-text technologies to reduce 

barriers for students with impairments such as dyslexia, promoting more inclusive learning 

environments (Kasneci et al., 2023). Another study found that using audio feedback in a distance 

learning environment led students to perceive their instructor as more caring about their learning 

(Ice et al. ,2007). The study suggests that audio feedback may enhance students' perception of 

the instructor’s social presence, making students feel more connected to the instructor as a 

person rather than a distant figure providing feedback (Ice et al. ,2007). This use of audio 

feedback helped students experience a stronger sense of social presence and engagement from 

their instructor (Portolese & Trumpy, 2014). 

While voice assistance offers numerous benefits, it also poses significant challenges. Privacy is a 

major concern, as individuals are more cautious about sharing private information than non-

private information with voice assistants (Easwara Moorthy & Vu, 2015). Smart home 

technologies amplify these concerns through pairing and discovery protocols that reveal device 

information (Wu, D et al., 2016), insecure communication channels leaking sensitive data (Cui & 

Stolfo, n.d.), device vulnerabilities enabling attackers to spy on residents or disrupt their lives 

(Denning et al., 2013), and affordability (Brush et al., 2011). Individuals with disabilities, in 

particular, may be more willing to share and record smart home data compared to those without 

disabilities (Beach et al., 2009).  

Despite these drawbacks, we believe that incorporating voice assistance into generative AI 

chatbot has the potential to benefit students. By adding a voice-user interface to generative AI 

tools, students can communicate through voice rather than text, thereby increasing the multiple 

cues criterion of media richness (Daft and Leger, 1986). This enhancement makes ChatGPT with 

voice assistance a richer medium compared to the text-based version, as it incorporates both 

auditory cues and immediate feedback, improving the universal richness of the interaction. It 

also enhances students' sense of the social presence of the generative AI chatbot by enabling 

more natural conversations and providing auditory feedback through voice responses (Portolese 

& Trumpy, 2014). 

While voice-based generative AI offers enhanced media richness by incorporating auditory cues 

and promoting more natural exchanges, it still cannot fully replicate the depth of emotional 



connection and nuanced support provided by human tutors (Jeon & Lee, 2024). While AI 

chatbots provide immediate responses and personalized feedback, human tutors offer empathy, 

adaptability, and emotional support that AI struggles to replicate (Jeon & Lee, 2024). This 

limitation affects the chatbot’s ability to match the social presence of human tutors, as defined by 

the social presence criteria (Short et al., 1976). The following section examines the role of 

human tutors in providing personalised guidance, personalized feedback, and emotional support, 

highlighting how their ability to engage students through nuanced communication and contextual 

cues maintains the highest level of media richness and social presence. However, challenges 

such as cost, burnout, and limited availability also influence the accessibility and effectiveness of 

human tutoring (Bloom. 1984), which raises important considerations for its role alongside AI 

tools. 

2.3.3 Text-based human tutor  

Human tutors play a vital role in enhancing student learning by offering personalised guidance 

and feedback. Research demonstrates that tutors effectively direct students to appropriate 

resources, provide precise hints to prevent confusion, and promote independent problem-solving 

(Lepper et al., 1990,1993).Their ability to offer interactive feedback develops both improved 

learning and increased motivation (Lepper et al., 1993), while tailoring teaching methods to 

individual needs, showing richness in personal focus (Corno, 2008). However, one-on-one 

tutoring can be costly and may lead to teacher burnout, reducing its accessibility (Bloom, 1984). 

Some tutors may also lack the specialised training required to support students with disabilities 

(Nguyen et al., 2022).  This suggest that according to MRT criteria (Daft and Lengel, 1986), 

while tutors demonstrate richness in language variety through their ability to adapt their 

communication styles (Parsons et al., 2017) the immediacy of feedback is leaner due to their 

limited availability (Wiggan et al., 2021). Moreover, emotional support from teachers is a vital 

component of high-quality instruction (Studer, 2004; Wubbels & Brekelmans, 2005; Pianta & 

Hamre, 2009) with research showing that teacher-provided emotional support positively affects 

students' motivation and engagement (Cooper, 2014; Patrick et al., 2007; Reyes et al., 2012; 

Roorda et al., 2011; Ryan & Patrick, 2001; Skinner et al., 2008).These factors suggest that 

human tutors can express emotions and offer guidance to prevent frustration, showcasing 



richness in multiple cues through emotional support and verbal reinforcement (Short et al., 

1976).  

During synchronous text-based conversations with a tutor, students receive feedback with 

clarifications that minimise misunderstandings (Alloprof, n.d.). The teacher can employ nuanced 

language tailored to the student’s specific needs (Stahl & Laub, 2017) and academic level(M. H. 

Allen et al., 2013). Furthermore, the teacher can convey contextual cues through spelling, 

grammatical markers, emoticons as well as the tonality of the voice (Riordan et al., 2010) 

helping students interpret intent more accurately and reduce ambiguity (Braumann et al.,2010; 

Harris and Paradice, 2007). By using a digital cue in writing, the teacher creates a comfortable 

learning environment (Rubel & Wallace, 2010), enhancing the student’s experience and 

reinforcing the social presence of the exchange (Short et al., 1976; Dixson et al., 2017). Building 

on the factors outlined earlier, the teacher’s reliance on text-based communication without voice 

interaction is associated with the highest level of social presence (Short et al.,1976) and an 

intermediate level of media richness (Daft and Lengel, 1986) among the three modalities 

examined in this study. 

2.4	The	Influence	of	Media	Richness	on	Student	Performance	

Learning performance refers to the extent students acquire and apply knowledge (Wu and Yu, 

2024). Research highlights that academic and social engagement as key psychological factors 

influencing students' academic performance (Sá, 2023). While Astin (1999) defines involvement 

"the amount of physical and psychological energy” a student invests in their education, this 

concept closely aligns with the definition of academic engagement used in this study. 

In this thesis, learning performance is measured through three indicators: successful task 

completion rate, which refers to the completion of a task without significant errors or deviations 

from the correct steps, resulting in the desired outcome (Law Insider, n.d.) ; task completion 

time, defined as the total duration measured in seconds, required to complete a single task 

(Rummel, 2014) , and behavioural engagement, which refers to the number of prompt sent by the 

student when using the three types of media.  



A study demonstrated that richer media in distance education, such as video and voice 

modalities, could be more effective and enhances student satisfaction compared to leaner media 

such as text (Shepherd & Martz Jr., 2006). Effectiveness in this study was measured by student 

perceptions of how well the medium transmitted the course content (Shepherd & Martz Jr., 

2006). 

In a related context, research with graduate students showed that generative AI significantly 

enhanced students' academic performance, suggesting that these tools can effectively support 

learning (Chan & Tsi, 2023). In addition, TTS systems have been found to reduce cognitive load 

by decreasing working memory demands (Nordström et al., 2019; Hebert et al., 2018) and 

promoting higher engagement and comprehension (Grunér et al., 2018). 

Similarly, human tutoring, which is often perceived as the richest medium in face-to-face 

contexts (Daft and Lengel, 1986), has consistently been shown to improve student learning 

(Lepper et al., 1990). Further findings emphasized that positive student-teacher relationships 

increase behavioral and emotional engagement, leading to improved academic outcomes (Cain et 

al., 2003).  

Integrating artificial intelligence in educational settings has been shown to enhance student 

engagement by offering engaging, personalised, and immersive learning environments(Chen et 

al., 2020; Malik et al., 2019). Incorporating voice modality further reduces task completion time 

by providing a faster (Abdo et al., 2023), more fluid user experience (Schmitt et al., 2021), 

thereby decreasing effort (de Melo et al., 2020) and having the potential to improve students’ 

academic performance (Devkota et al., 2024). A study in the UAE found that users felt more 

satisfied with voice communication than typing, as it enabled faster task completion and 

feedback (Abdo et al., 2023). Moreover, voice assistants have been shown to lower cognitive 

load, allowing learners to focus more effectively, and perform better compared to those who did 

not use the tool (Brachten et al., 2020). Research also suggests that positive affective 

relationships with teachers lead to greater student engagement and improved academic outcomes 

(Li et al., 2022). 

 



2.5	Social	Presence	and	Student	Perceptions	of	Trust	and	Confidentiality	

High social presence develops emotional connection (Short et al., 1976), building students' trust 

(Ogonowski et al., 2014) and enhances the perception that their personal information are 

protected (Champness, 1972). However, trust and confidentiality are distinct concepts. Trust is 

the belief that the recommendations and responses provided by AI or human agents are 

dependable and credible. (Shin, 2021). In contrast, confidentiality focuses on privacy and data 

security, defined as the “agreement with persons about what may be done with their data” 

(Sieber, 1992).   

A study found that adolescents generally reveal high levels of trust in their teachers (Lee, 2007) . 

In contrast, a comparative study of undergraduate and graduate students in India and the USA 

revealed neutral attitudes toward generative AI, with students neither strongly trusting nor 

distrusting these systems (Amoozadeh et al., 2024). Building trust and rapport through personal 

exchanges is crucial for teachers in promoting a positive learning environment, a process that AI 

systems struggle to replicate (Chan & Hu, 2023). Further findings further emphasised that AI 

systems lack the emotional intelligence and accountability necessary to be fully trusted 

(Ryan,2020). 

Confidentiality concerns are more prominent with AI systems, which raise worries about data 

security and privacy (Chan & Hu, 2023; Chung et al., 2017). In a study conducted in six Hong 

Kong universities involving 399 students, more than half of the students’ expressed concerns 

about the accuracy and transparency of information provided by generative AI tools such as 

ChatGPT. These students feared that their personal data might be collected based on the prompts 

they submitted (Chan & Hu, 2023). Recent incidents have also raised public awareness about 

privacy and data security issues related to virtual assistants (Chung et al., 2017). For example, 

vulnerabilities in Amazon Alexa's system were identified by Check Point, which highlighted 

potential risks of data breaches, leaving users concerned about privacy and control over their 

personal data.(Turning Alexa Bad, 2020) 

	



2.6	Supporting	Students	with	Academic	and	Language	Difficulties:	The	Need	

for	Tailored	Media	Approaches	

2.6.1 Understanding their difficulties. 

Not all students demonstrate the same learning performance (Felder & Brent, 2005) or hold 

similar perceptions of various media types (Dospinescu & Dospinescu, 2020). Factors such as 

academic challenges and language difficulties influence how students engage with and benefit 

from different communication channels (Johnson & Johnson, 2020), shaping both their outcomes 

and experiences (Amerstorfer & Freiin von Münster-Kistner, 2021). Moreover, research has 

found that reading difficulties and persistent academic challenges are associated with school 

disengagement, particularly among at-risk groups (Williams et al., 2023). However, the increase 

of school engagement can significantly improve their completion rates (Williams et al., 

2023).Understanding these differences is essential for developing personalised interventions that 

can more effectively support students' needs (Felder & Brent, 2005). 

Students with learning difficulties face persistent challenges that extent beyond high school, 

contributing to higher unemployment rates, lower income, and poorer health outcomes (Snyder 

& Dillow, 2013). The dropout rate for students with developmental and educational disabilities is 

10.7%, compared to 4.7% for their peers without disabilities in 2019 (National Center for 

Education Statistics, 2020). In postsecondary education, they are less likely to enrol, more likely 

to drop out, and less likely to achieve career success  (Burgstahler, n.d.). 

These difficulties typically originate from issues with text comprehension, word decoding, and 

reading fluency (Cortiella & Horowitz, 2014; Fletcher et al., 2012). For example, reading 

disabilities impair students' ability to recognize words and understand longer passages, leading to 

poor comprehension (LaBerge & Samuels, 1974). Since decoding is fundamental for advanced 

language comprehension, students must first master these basic skills to succeed (Cain et al., 

2004).  

Some of their challenges can also stem from both internal factors, such as behavioural or 

emotional issues (e.g., impulsiveness, hyperactivity), and external factors such as family 

instability, poverty, and social challenges (Tyler & Lofstrom, 2009). Learning disabilities, 



including dyslexia, dyscalculia, and dysgraphia, further hinder academic progress by affecting 

reading, writing, and information processing (Snowling & Hulme, 2012; Rice, 2004). For 

example, students with dyslexia struggle with spelling and writing fluency, disrupting critical 

stages of writing such as planning and revising (Hebert et al., 2018). Poor study habits, time 

management issues, socioeconomic status, individual characteristics, family factors as well as 

educational contexts intensifies the challenges with their academic performance (Suleiman et al., 

2024).  

Students also face language difficulties that stem from interconnected factors (Catts et al., 2002). 

One key factor is phonological processing deficits, which impair their ability to recognize and 

manipulate sounds, making it challenging to decode words and build reading fluency. Poor 

phonological awareness, such as difficulty identifying rhymes or breaking words into syllables, 

further disrupts the ability to connect sounds with corresponding letters (Catts et al., 2002). In 

addition, limited rapid naming ability affects fluency, as students struggle to retrieve words 

efficiently while reading (Catts et al., 2002). Articulation impairments complicate early literacy 

development by interfering with accurate pronunciation, which can create obstacles in acquiring 

foundational language skills (Catts et al., 2002). Moreover, receptive language difficulties, the 

ability to understand spoken or written language, hinder students' comprehension, and ability to 

follow instructions. Finally, expressive language challenges impair their ability to form coherent 

sentences and communicate ideas effectively, creating barriers in both oral and written 

communication (Catts et al., 2002). 

Persistent language impairments in early childhood are strong predictors of future reading 

challenges, even if early signs appear resolved (Stothard et al., 1998). As, some children who 

seem to recover early still encounter renewed struggles during adolescence, when academic 

demands increase (Stothard et al., 1998). Letter identification skills in kindergarten have been 

identified as a key predictor of later reading success, with weak recognition abilities signalling 

potential reading difficulties(A. G. Bishop & League, 2006). These issues highlight how oral and 

written language skills are deeply intertwined and emphasize the importance of early assessment 

and intervention to support long-term academic success. 



Longitudinal studies suggest the strong correlation between learning difficulties and reading 

challenges, highlighting the lasting impact of early language impairments. For instance, research 

indicates that students with language difficulties in kindergarten are at high risk for developing 

reading problems by second and fourth grades, which can negatively affect their academic 

performance (Catts et al., 2002). Evidence further suggests that children whose language abilities 

improve early are less likely to encounter these reading challenges later on, reinforcing the 

importance of early intervention (Bishop & Adams, 1990). However, despite early 

improvements, reading difficulties may re-emerge during middle and high school, as academic 

demands become more complex, and expectations increase.  This finding emphasises the need 

for long-term monitoring and support to ensure students maintain their progress and succeed 

throughout their academic journey (Stothard et al., 1998). 

Strong reading skills are necessary for high school success, as they help students understand 

content across multiple subjects  (Vaughn & Wanzek, 2014). However, students with learning 

difficulties often face additional challenges, such as struggles with concentration and a frequent 

lack of time, which can further hinder their academic performance (Heiman & Precel, 

2003).  Furthermore, as students’ progress through school, the achievement gap often widens due 

to increasingly demanding assignments (Sáenz & Fuchs, 2002). 

Given the persistence of these challenges, traditional education often fails to meet the needs of 

these students (Amzil et al., 2023). For instance, traditional classrooms generally employ a one-

size-fits-all approach, which limits their ability to support students with diverse academic needs 

(Amzil et al., 2023). While accommodations, such as extended test times, are offered, these are 

often insufficient (Sokal & Vermette, 2017). Traditional classrooms are often rigid (Pandia et al., 

2024)  which may increase student stress (Aydin & Demirer, 2022) . Also, their heavy emphasis 

on grades (Stiggins, 2005) causes students to become more stressed and diverts their focus from 

learning objectives to performance indicator (DeFeo et al., 2021). Academically challenged 

students benefit more from visual aids and oral explanations (Heiman & Precel, 2003), while as 

those without academic difficulties prefer writing while learning (Heiman & Precel, 2003). The 

hierarchical structure of schools further limits flexibility and personalization, preventing students 

from receiving the support they need  (Pandia et al., 2024). Schools must implement 



accommodations, such as assistive technologies and personalised support, to help students with 

learning disabilities (Stetter & Hughes, 2011). 

2.6.2 Technology Accommodation in Education 

With the limitations of traditional education, technologies can be a powerful tool that would be 

able to support the students with academic difficulties (Ayasrah et al., 2024) by improving their 

skills and academic performance. For instance, students with writing difficulties could benefit 

from speech-to-text programs (Stetter & Hughes, 2011), which allow them to verbalize their 

thoughts instead of typing or handwriting, easing the burden of spelling and enabling focus on 

other writing aspects (Gardner, 2018). Similarly, text-to-speech tools assist students with reading 

difficulties during revision, especially for those with dyslexia, by reducing working memory 

demands and facilitating more efficient editing (Hebert et al., 2018; Nordström et al., 2019). 

For dyslexic students, spelling requires significant cognitive effort, which can limit higher-order 

writing tasks and lower writing quality (Berninger & Amtmann, 2003). Speech-to-text programs 

free up cognitive resources, allowing students to focus on idea generation and improving writing 

quality, though challenges such as adjusting spoken language and ensuring clear speech 

remain.(Kraft, 2023).  

Previous findings suggest that technological accommodations, such as TTS, can contribute to 

improved academic outcomes for students with learning disabilities (Stetter & Hughes, 2011). 

TTS increases reading rates, engagement, and comprehension, particularly benefiting students 

with lower baseline comprehension (Grunér et al., 2018; Moorman et al., 2010). TTS reduces 

cognitive load for word recognition, enabling students to focus on content comprehension 

(Meyer & Bouck, 2014),which reduces their frustration while also promoting greater 

independence and motivation (Edyburn et al., 2005).  

Customizing TTS features, such as reading speed and voice type, further enhances performance 

(Wood et al., 2018). Personalized settings improve reading speed and comprehension for 

students with academic difficulties (Moorman et al., 2010). Long-term use of TTS leads to 

lasting improvements in reading comprehension, even after discontinuing the tool (Kennedy et 

al., 2015). 



2.7	Performance,	Perception,	and	Student	Satisfaction	in	Distance	Learning	

Media	Use	

2.7.1 Learning performance on student satisfaction  

Student satisfaction can be defined as the extent to which students' expectations are met 

regarding their educational experiences (Oliver & Bearden, 1985). Satisfied students tend to be 

more engaged at school and display lower attrition rates (Gray et al., 2016). In contrast, students 

whose expectations are unmet are more likely to drop out, particularly during their first year of 

university (Willcoxson et al., 2011). Moreover, students who feel satisfied with their academic 

performance are more likely to continue performing well (Grayson, 2004). 

Prior research has demonstrated a clear connection between various performance factors and 

student satisfaction (Limna & Siripipattanakul, 2021). For example, a study found a negative 

correlation between task completion time and student satisfaction, indicating that students who 

complete tasks more quickly tend to report higher satisfaction (Dostert, 2011). This relationship 

is echoed in another study, which revealed that satisfaction declines when students perceive tasks 

as illegitimate or unnecessarily time-consuming (Fila & Eatough, 2018). 

Another finding also discovered that students who engage more actively with their online 

learning instructor report higher levels of satisfaction with their complete learning experience 

(Kuo et al., 2014). This suggests that engagement promotes a stronger connection with the 

material, which positively impacts satisfaction. 

Finally, a laboratory experiments showed that task success has a positive impact on satisfaction, 

as students who complete tasks successfully tend to feel more accomplished and satisfied 

(Locke, 1965). 

2.7.2 Impact of student perception on satisfaction  

Students' satisfaction with online educational platforms does not only depend on their 

performance (Lopez et al., 2024) but also on  their perceptions of key factors such as trust (E. A. 

Khan et al., 2023) and confidentiality (Denise et al.,2019). Therefore, addressing these factors is 

essential to ensuring student satisfaction. 



2.7.2.1 Trust and Student Satisfaction 

As previously discussed, trust in an educational tool or platform refers to its perceived reliability 

and consistency in offering accurate, helpful information (Shin, 2021). Research demonstrates 

that students are more likely to be satisfied when they perceive their institution and its tools as 

dependable and accurate, such as when lecture quality corresponds with institutional trust 

(Martin & Nasib, 2021). Similarly, studies on AI-powered tools, such as chatbots, reveal a 

positive correlation between students’ trust in these tools and their satisfaction. Students who 

perceive chatbots as reliable report greater satisfaction and are more inclined to engage with 

them (Pesonen, 2021). These findings suggest that when students have confidence in the 

reliability if the media they use, their satisfaction with the tool increases. 

2.7.2.2 Confidentiality and Student Satisfaction 

On the other hand, confidentiality, which reflects students’ perceptions of privacy and the 

protection of their personal information (Sieber, 1992), plays an important role in shaping their 

satisfaction with online platforms. Research supports this relationship, showing that users’ 

satisfaction with online e-commerce platforms is positively correlated with how they perceive 

their information to be private (Girsang et al., 2020). Another study found that students felt more 

satisfied with Facebook when they perceived a high level of privacy, suggesting that 

confidentiality strongly influences satisfaction (Maqableh et al., 2021). 

2.8	Impact	of	satisfaction	on	intention	to	use	

Students' intention to continue using educational media platforms is strongly impacted by their 

level of satisfaction with these tools (Ifinedo, 2018). In this study, intention to use can be defined 

as “individuals’ willingness to accept, reject or continue the use of new technology”(Ajzen, 

1985; Venkatesh et al., 2003; Venkatesh & Davis, 2000; Ajzen & Fishbein, 1980). Satisfaction 

plays a crucial role in promoting students' loyalty, as students are more likely to stick with media 

that meets their needs and expectations (Ambartiasari et al., 2018). Research supports this, 

showing that students’ loyalty to a platform is significantly affected by how well it satisfies their 

expectations and objectives (Ambartiasari et al., 2018). 

 

When students perceive a platform satisfying, they are more likely to view it as a beneficial 



resource and intend to use it repeatedly. For example, a study conducted in Korea during the 

COVID-19 pandemic found that students highly satisfied with online educational platforms were 

more inclined to continue using them for future learning (Ambartiasari et al., 2018). This agrees 

with findings in other contexts: for instance, (Han & Sa, 2022) discovered that users who find a 

fitness mobile application useful and satisfying are more prone to remain engaged with it, 

suggesting that satisfaction is a key factor in continued usage. 

 

In summary, the literature highlights the potential of generative AI tools to support students in 

academic contexts, particularly those with learning difficulties. Richer media modalities, such as 

voice-enabled AI, have the potential to enhance students’ engagement and efficiency ( Chen et 

al., 2020; Stetter & Hughes, 2011). However, significant challenges remain such as concerns 

regarding trust and confidentiality (Chan & Hu, 2023; Chung et al., 2017). While prior research 

has examined the general effectiveness of AI tools in education (Luo & Hsiao-Chin, 2023, a 

notable gap remains in understanding how these tools compare to traditional teacher-student 

relationships, particularly for students with academic difficulties (Belda-Medina & Kokošková, 

2023; Jeon & Lee, 2024; Wang et al., 2024). 

This study seeks to bridge the gap by examining the nuanced relationships between media 

modality, learning performance, and student perceptions. Specifically, it investigates how text-

based and voice-enabled generative AI chatbots compared to synchronized text-based teacher 

interactions in terms of their impact on performance, engagement, and perceptions of trust and 

confidentiality. By exploring these research questions, this study aims to provide deeper insights 

into the possible role of generative AI tools in supporting diverse student populations while 

highlighting key factors to consider for effective implementation in educational contexts.



Chapter 3: Hypothesis development and Proposed Research Model 

In this chapter, we will outline the hypotheses developed for this study and establish the research 

model, exploring how various factors within educational media modalities shape students' 

experiences. The chapter begins by examining how different levels of media richness impact 

students' learning performance, which includes task completion time, behavioral engagement, 

and successful task completion rate. Furthermore, it investigates students' perceptions of trust 

and confidentiality, emphasizing the relationship between media characteristics and their 

educational outcomes. This chapter concludes with the presentation of a proposed research 

model outlining in aggregate the hypothesized relationships between constructs. 

3.1	Media	Richness	on	Student	Performance		

In the previous chapter, we examined how media richness impact the effectiveness of 

communication and learning. Richer media, which offer greater capability to convey information 

through multiple cues and channels, have been shown to enhance students’ ability to understand 

and retain information (Shepherd & Marta, 2006). Generative AI tools, particularly in 

educational contexts, have demonstrated potential for improving engagement by offering 

interactive and personalized exchanges (Chen et al., 2020; Malik et al., 2019). 

Moreover, text-to-speech modalities can provide students with a more fluid and natural way of 

communicating with educational tools (Abdo et al., 2023), reducing the reliance on typing or 

word recognition (Bouck et al., 2012). This has been shown to decrease task completion time 

(Abdo et al., 2023) and alleviate fatigue and frustration (Bouck et al., 2012; Grunér et al., 2018; 

Moorman et al., 2010), making it easier for students to focus on the content rather than the 

mechanics of communication. 

Building on these insights, we hypothesize that richer media will positively impact students’ 

performance and engagement in the following ways: 

• H1a: The richer the media the less time it will take students to complete the task. 

• H1b: The richer the media the more engaged the student will be. 



• H1c: The richer the media the higher the students' success rate. 

3.2	Social	Presence	on	Student	Perception	

High social presence promotes an emotional connection between students and their learning 

environment (Sun and Mayer, 2012). It also impacts their perceived trust (Ogonowski et al., 

2014) as well as their perceived confidentiality (Champness, 1972). Research has demonstrated 

that students benefit from the social presence of their instructors, as it contributes to a positive 

learning environment and enhances their trust in the teacher (Lee, 2007). This connection often 

leads students to perceive their instructors as reliable and trustworthy sources of information. 

In contrast, perceptions of generative AI technologies are more divided. While some individuals 

remain neutral when asked about their perceived confidentiality in such technologies, others 

express concerns about confidentiality, fearing that their data might be collected or misused 

based on their interactions (Chan & Hu, 2023). These concerns suggest that generative AI may 

struggle to establish the same level of trust and perceived reliability as human instructors. 

Building on these insights, we hypothesize the following: 

• H2: Students will perceive the text-based synchronous chat with a teacher to be more 

reliable and, therefore, trust it more than the generative AI chatbot with or without voice 

assistance. 

• H3: Students will perceive the text-based synchronous chat with a teacher as more 

confidential than the generative AI tool with or without voice assistance. 

3.3	Performance	of	Students	with	Academic	Difficulties	

As discussed in the previous chapter, students with academic difficulties often encounter 

significant challenges, including struggles with text comprehension, word decoding, and reading 

fluency (Cortiella & Horowitz, 2014; Fletcher et al., 2012). They also face issues with 

concentration and time management, which further hinder their academic performance (Heiman 

& Precel, 2003). Even with accommodations such as additional time during exams, these 

measures often fall short of addressing their needs effectively (Pandia et al., 2024). Furthermore, 



reading and academic difficulties are closely associated with school disengagement and higher 

dropout rates(Williams et al., 2023). Based on these insights, the following hypotheses are 

proposed. 

• H4a: Students with academic difficulties will take more time to complete the task 

compared to students without academic difficulties. 

• H4b: Students with academic difficulties will be less engaged with the media compared 

to students without academic difficulties. 

• H4c: Students with academic difficulties will have a lower successful task completion 

rate compared to students without academic difficulties. 

3.4	Impact	of	student	Performance	on	their	satisfaction		

Student satisfaction is closely tied to the extent to which their educational needs and expectations 

are met (Oliver & Bearden, 1985). Previous research has identified a strong correlation between 

various factors of student performance and their satisfaction. For instance, shorter task 

completion times have been associated with higher levels of satisfaction, as students feel more 

efficient and effective in their learning (Distort, 2011). Similarly, students who successfully 

complete tasks report feeling a greater sense of accomplishment, which directly enhances their 

satisfaction (Locke, 1965). Also, active engagement with online learning materials has been 

shown to positively influence satisfaction, with students who engage more deeply reporting 

greater contentment with their learning experience (Kuo et al., 2014). 

Drawing on these insights, we hypothesize the following: 

• H5a: Students who spend less time completing the task will report higher satisfaction. 

• H5b: Students who are more engaged with the media will report higher satisfaction. 

• H5c: Students who successfully complete the task will report higher satisfaction than 

those who failed it. 



Previous research has identified a correlation between students’ perceived trust and their 

satisfaction, showing that students who view their institution's tools as dependable and accurate 

report higher levels of satisfaction (Martin & Nasib, 2021). Similarly, studies have found that 

students feel more satisfied with social media platforms when they perceive their personal 

information and privacy to be well-protected, emphasizing the role of confidentiality in shaping 

satisfaction (Maqableh et al., 2021). These findings indicate that trust and confidentiality are 

distinct factors, each independently influencing students' satisfaction. 

Building on these insights, we propose the following hypotheses: 

• H6: The higher the students' perceived trust in the media type, the more satisfied they 

will be with it. 

• H7: The higher the students' perceived confidentiality of the media type, the more 

satisfied they will be with it. 

3.5	Impact	of	satisfaction	on	Intention	to	use  

As previously highlighted in the findings, student satisfaction plays an important role in 

influencing their intentions to continue using a tool or platform. For instance, during the COVID-

19 pandemic, students who were highly satisfied with online learning platforms were more prone 

to use them for future learning (Han & Sa, 2022). Similarly, users of fitness applications who 

found them satisfying demonstrated higher engagement and ongoing usage (Chiu et al., 2021). 

Building on this understanding, we propose the following hypothesis: 

 

H8: The higher the students' satisfaction with the media type, the more they will intend to use it. 

These hypotheses establish the foundation for our research model, which functions as the 

conceptual framework guiding this study. The model captures the relationship between media 

richness, social presence, student performance, perceptions, satisfaction, and intention to use. 

	

	



3.6	Proposed	research	model		

The proposed research model and accompanying hypotheses (Figure 1) provide a framework to 

examine the impact of three communication modalities: a text-based chat with generative AI, a 

voice-based chat with generative AI, and a text-based chat with teacher. While the voice-based 

chat with generative AI and the synchronized chat with a teacher are considered richer media, the 

text-based chat with generative AI represents a leaner medium (Daft and Lengel, 1986). Among 

these, the synchronized chat with a teacher is expected to provide the highest level of social 

presence, followed by the voice-based chat with generative AI, and lastly, the text-based chat 

with generative AI (Short et al.1976) 

The study evaluates these modalities across three key areas: Performance, including students' 

behavioural engagement, task completion success rate, and task completion time; Perception, 

covering students' perceived trust and confidentiality; and Satisfaction and Intention to Use. By 

examining these factors in the context of media richness and social presence, this study seeks to 

identify how each communication modality supports students with and without academic 

difficulties. This research model provides as a foundation for understanding the impact of media 

type and students’ academic level on learning outcomes and preferences. 

 



 
 
Figure 1 . Proposed Research Model 



Chapter 4: Methodology 

This chapter outlines the methodology used to investigate the impact of different media types, 

text-based chat with generative AI, voice-based chat with generative AI, and text-based chat with 

a teacher, on students' learning performance, perceptions, and satisfaction. The first phase took 

place in a controlled user experience laboratory, providing a structured environment to monitor 

and measure participants' interactions under standardized conditions. The second phase was 

conducted in a school located in North America, offering a naturalistic setting that was more 

convenient and familiar for the students. This two-phase approach achieved a balance between 

experimental control and ecological validity. 

Key methodological elements include the experimental design, setup, and procedures, such as 

the sequence of participant activities, tools and environments used, and measures for 

consistency. Special attention was given to prompt engineering for the generative AI tools, 

refining prompts to optimize interactions. The chapter also covers participant recruitment, ethical 

considerations, and strategies to ensure reliability and validity, providing a solid foundation for 

the results and analyses in subsequent chapters. 

4.1	Experimental	design		

This study follows a 2x3 factorial design within a within-subject experimental framework (Table 

2),where the two factors are the student group, students with and without academic difficulties, 

and media modality, text-based chat with generative AI, voice-based chat with generative AI, 

and a synchronized text-based chat with a French language teacher. All participants experienced 

all three modalities, with the order of modalities randomized to minimize potential order bias. 

Participants were classified into two groups based on academic level: those identified as 

academically challenged and those without such challenges. Academically challenged students 

were defined as those for whom the school had implemented an official academic intervention 

plan to provide additional support in their learning. Each participant completed the same set of 

tasks across all three modalities, ensuring consistency in task demands. The tasks are presented 

in the Appendices (Appendix B) 



The manipulation involved two factors: modality type and academic status. This design allowed 

for a thorough assessment of how these factors affected participants' performance, perceptions, 

satisfaction, and intention to use the media, examining both main and interaction effects.  

The experimental design remained identical for students who conducted the study at school and 

those who participated in the laboratory. The only distinction was the setting in which the study 

took place, either a school environment or a controlled laboratory setting.  

Table 2. Overview of 2x3 Factorial Design for Media Type and Academic Difficulty Variables 

 

   Independent Variable 

   Student Academic Level 

   

Students with 

Academic 

Difficulties 

Students without 

Academic 

Difficulties 

Independent 

Variable 
Media Type 

Text-based chat 

with generative 

AI 

Dependent 

Variable 

Dependent 

Variable 

Voice-based 

chat with 

generative AI 

Dependent 

Variable 

Dependent 

Variable 

Text-based chat 

with teacher 

Dependent 

Variable 

Dependent 

Variable 

 

	

	

	



4.2	Participants	

A total of 37 Secondary 2 students (22 female, 15 male) aged 13 to 15 (Age mean= 13.14) 

participated in this study. Seven of them were recruited through social media platforms such as 

Facebook and LinkedIn, as well as by word of mouth, with data collection conducted at a user 

experience lab in North America. The remaining 30 students were recruited with the assistance 

of Alloprof, which facilitated access to a school located in Quebec, Canada. The school granted 

permission for a two-week period during which their students took part in the study. The study 

received approval from the Research Ethics Board of our institution (Certificate #2024-5735). 

The participants were divided into two groups: a treatment group consisting of students 

identified as academically challenged, and a control group of students without academic 

challenges. Of the 37 participants, 22 were identified as having no academic challenges. At the 

user experience laboratory, a pre-study questionnaire was used to assess eligibility. Participants 

were asked to report their French grade from the previous year and whether they had an 

academic intervention plan implemented by their school. This information was used to identify 

academically challenged students based on school recommendations for academic support. 

During the data collection at the school, the school administration provided a categorised list, 

distinguishing between academically challenged and non-challenged students. Participation in 

the study was voluntary, and students were free to withdraw at any time without providing a 

reason. Upon completing the study, students received a 30$ gift card to a local library as 

compensation for their time and effort. 

4.3	Experimental	Stimuli	

During the study, three types of media were used as stimuli: (1) a text-based chat with generative 

AI (ChatGPT), (2) voice-based chat with generative AI (ChatGPT with voice assistance), and (3) 

a synchronised text-based online chat with a teacher (using Alloprof’s website). Since the study 

included young children, simpler terms were used to refer to these stimuli: the text-based chat 

with GenAI was described as the “website with robot”, the voice-based chat with GenAI as the 

“website with robot and voice assistance”, and the text-based synchronized chat with the teacher 

as the “chat with teacher”. These stimuli were used to examine differences across two 

conditions: students with academic challenges and students without academic challenges. Each 



student used with all three types of media in a randomised order to complete three different 

French grammatical tasks, which were also randomly assigned. This design guarantees a clear 

one-to-one match between the stimuli (type of media) and the conditions (students’ academic 

levels), allowing for consistent comparison across the two groups. 

4.3.1 Generative AI chatbot  

For this study, we trained a generative AI tool, ChatGPT, to function as an educational tutor, 

simulating a learning environment through interactive conversations. To achieve this, we prompt 

engineered ChatGPT to align with the instructional framework tailored for Secondary 2 students, 

focusing on French grammar, spelling, and conjugation (Figure 2). The prompt defined 

ChatGPT’s role not just as an information provider but as a facilitator of learning, employing 

inquiry-based education methods to engage students effectively. 

The prompt specified that the generative AI tool should engage students by asking probing 

questions and guiding their thought processes without directly giving away answers. This 

interactive style aimed to enhance learning retention and encourage critical thinking. Key to this 

was the implementation of constraints: ChatGPT was programmed to redirect students back to 

the task at hand if they became distracted and to refrain from providing direct answers, thereby 

promoting students' independent problem-solving skills. 

We employed an iterative prompt-engineering process for this study. Throughout the pre-tests, it 

became clear that continuously refining the instructions within the prompt was essential to 

maintaining the desired interaction style. By systematically adding details and reinforcing key 

components of the prompt, we observed a marked improvement in ChatGPT's performance, 

highlighting the importance of precise and explicit instructions in achieving the intended 

outcomes. 



 
Note. Translation will be provided in the appendices (Appendix A).  

Figure 2. Final prompt for configuring the Generative AI Tool, ChatGPT, as an Educational Tutor 

4.3.2 Generative AI chatbot with voice assistance  

In addition to text-based interaction, this study utilized a voice assistance plugin integrated with 

ChatGPT on the Google Chrome browser called talk to GPT (Figure 3). This technology 

facilitated a dual communication mode, where students could communicate with the chatbot 

through speech, and responses from ChatGPT were read aloud while being displayed on the 

screen. This setup aimed to mimic a more natural educational interaction and assess the impact 

of auditory learning cues on student engagement and comprehension. We used the same prompt 

as for ChatGPT without the voice assistance.  



 
Note. The same prompt as the text-based generative AI tool was used.  

 
Figure 3. The Generative AI tool with Voice Assistance Plugin Interface 

4.3.3 Synchronised live text chat with a teacher 

For the study, we facilitated an online text-based chat between a French teacher and the students, 

where the teacher guided them and answered their questions on Alloprof’s website (Figure 4). 

The teacher was not physically present in the same room as the student, and the students were 

unaware of the teacher’s identity. All they knew was that they were communicating with a 

teacher whose objective was to assist them with the assigned tasks.  



 

Figure 4. The Synchronized live text chat with a teacher interface 

The figure below ( Figure 5 )illustrates the hierarchy of the three stimuli, text-based chat with 

generative AI, voice-based chat with generative AI, and a text-based chat with a teacher, in terms 

of media richness and social presence, based on the finding discussed in the literature review. 

The left arrow illustrates media richness, where the voice-based chat with generative AI is the 

richest, followed by the text-based chat with a teacher, with the text-based chat with generative 

AI as the least rich. On the right side, social presence is displayed, with text-based chat with a 

teacher ranked highest in social presence, followed by the voice-based chat with generative AI, 

and lastly, the text-based chat with generative AI. This hierarchy highlights the intended 

variations in communication depth and interpersonal engagement across the three media types, 

which are essential factors in analyzing user perceptions and experiences in this study. 



  
Note. This figure is adapted from Daft, et. al (1986) 

Figure 5. Social Presence and Media Richness Across the Three Media Types Used in Our Study. 

4.4	Experimental	setup		

This multi-device data collection setup involved the use of two devices: a laptop and an iPad 9 

(Figure 6). To initiate the session, the moderator opened a tab on their monitor, mirrored to the 

students’ laptops, allowing them to interact with the assigned interface on their laptop. Once the 

session began, students could freely access and use with the tab to complete their tasks. The tasks 

and the questionnaire were presented on an iPad positioned approximately 25 cm to the right of 

the students' laptops. Students also had the option to use a mouse if they preferred. 

The devices were carefully positioned at eye level to ensure that students were seated 

comfortably, without the need to bend or look up to browse the websites. Once students found 

their answers online using the laptop, they would rotate their bodies to write down their answers 

on the iPad. Students could utilize with the laptop using the mouse and keyboard, and with the 

iPad using their fingers. 

The laptop, an HP EliteBook 840 with a 14-inch screen and a resolution of 1920 x 1080 pixels, 

was centrally positioned on the desk. To its right, an iPad Air 2 with a 9.7-inch display and a 

resolution of 2048 x 1536 pixels was used. You can find in figure 6 the setup of the study. 



 
Note. This picture was taken in the school setting. The setup in the school and the User Experience Laboratory were highly 

similar, ensuring consistency in the study environment.  

Figure 6. Study Setup Overview 

4.5	Instruments	and	measures		

Some of the measures taken were observational, while others were self-reported. For the 

observational measures (Table 3), for each participant, the study session recording was uploaded 

to Observer XT 11 (Noldus Information Technology BV, Wageningen, Netherlands), where we 

marked the start and end of each task, as well as the points when prompts on ChatGPT were sent. 

The task number and the type of media used were also considered during the analysis. This 

approach allowed us to accurately track not only the number of prompts and the time taken to 

send them, but also the overall time required to complete each task. To measure students' 

successful task completion rate, we manually evaluated their responses, categorizing each as a 

success, failure, or partial success. These results were recorded in an Excel sheet for analysis. 

Self-reported measures were assessed through post-task satisfaction (Appendix C), using the 

Satisfaction with Service Scale (Brady et al., 2005), adapted from Voss, Parasuraman, and 

Grewal (1998). After completing all tasks, students participated in a ranking task where they 



evaluated the different types of media based on several constructs, including perceived 

confidentiality, trust, and their intention to use the media (Table 4). We showed participants 

images of the different websites they used during the study to help them recall their experiences. 

We then asked them to rank these websites based on their personal experiences with each media. 

For instance, one of the questions asked them to rank the websites according to their perceived 

confidentiality (Figure 7) as well as trust and intention to use. The question regarding 

confidentiality is shown in Figure 7, while the full set of questions addressing all variables, along 

with their English translations, is provided in the appendices (Appendix D).  

 

 

Note. The order of the options presented to the students was randomized across all questions to reduce potential bias in their 
responses. Questions were presented to the students in French. 

Figure 7. High-Ranking Questionnaire Administered at the End of the Study 

 
 
 
 
 
 
 



 
Table 3. Observational measures used in the study. 

Construct Definition Measure Collection Tool Analysis Tool 

Successful Task 
Completion Rate 

The completion of a 
task without 

significant errors or 
deviations from the 

correct steps, 
resulting in the 

desired outcome 
(Law Insider, n.d.)  

Evaluation of 
student responses as 

success, partial 
success, or failure 

Qualtrics Manually coded in 
Excel 

Behavioural 
Engagement 

The number of 
prompts sent by the 
student when using 
the three types of 

media 

Number of prompts HP Laptop Observer XT 

Task Completion 
Time 

Total duration, 
measured in 

seconds, required to 
complete a single 

task  
(Rummel, 2014) 

Time taken to 
complete task Tobii Pro Nano Observer XT 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Table 4. Self-Reported Measures used in the study. 

Construct Definition Measure Scale item 

Satisfaction 

The extent to which 
students’ expectations are 

met regarding their 
educational experiences’ 

(Oliver and Bearden, 
1985) 

Satisfaction with Service 
Scale 

 
To what extent do you 

agree with the following 
statements regarding the 

help received? (1= 
“Strongly disagree” and 

7= “Strongly agree”) 
- I am satisfied 

with the help 
received. 

- I am happy with 
the help 
received. 

- I am unhappy 
with the help 

received. 
 

Behavioural intention to 
use 

“Individuals willingness 
to accept, reject or 

continue the use of new 
technology” (Ajzen, 

1985; Ajzen and Fishbein, 
1980; Venkatesh and 

Davis, 2000; Venkatesh, 
Morris, Davis and Davis, 

2003) 

High Ranking Test 

Rank the websites based 
on how likely you are to 
recommend them to your 
peers; from the site you 

would most likely 
recommend (1) to the one 

you would least likely 
recommend (3) 

Confidentiality 

Consent from individuals 
regarding how their data 

may be used (Sieber, 
1992) 

High Ranking Test 

Rank the websites based 
on their confidentiality, 
from the one you found 

most trustworthy in 
protecting your personal 

information (1) to the one 
you found least 
trustworthy (3) 

Trust 

The belief that the 
recommendations and 

responses of AI or human 
agents are reliable and 
credible (Shin, 2021) 

High Ranking Test 

Rank the websites 
according to your 
confidence in the 

information they provide, 
from the most reliable (1) 

to least reliable (3). 

4.6	Experimental	Procedure		

Before arriving at the facility, we obtained parental consent forms for the children's participation 

in the study. Upon arrival, we explained the study to the participants and secured their consent 

for participation and the collection of physiological data. 



Next, we initiated eye-tracking calibration, instructing students to focus their gaze on specific 

areas of the screen as directed by the moderator. If calibration results were unsatisfactory, 

students repeated the process. Participants then completed a pre-study questionnaire on an iPad, 

which included socio-demographic questions and determined their group classification 

(academically challenged or not). The moderator conversed with the students about their 

technology habits and comfort levels, with a note-taker documenting responses, as the study was 

not recorded. 

Following this, students engaged in three tasks, each accompanied by a questionnaire. Upon 

completing all tasks, they filled out a post-study questionnaire ranking the modalities used. 

Instructions for each task and corresponding media were displayed on an iPad to the right of the 

students, while the moderator opened the designated website on the student’s laptop. Once ready, 

the student began the task, recording answers on the iPad. After each task, students completed a 

related exercise using only the knowledge acquired, without the aid of the website. 

To guarantee complete randomization, we created three Qualtrics surveys that randomized both 

the order of tasks and the sequence of media used. Since the three tasks could be completed in 

any order and each task was assigned a different modality, this resulted in a total of 36 possible 

combinations per participant, maximizing the study's reliability. 

Subsequently, the moderator conducted interviews to gain further insights into participants' 

experiences with the media types. After the interviews, students received their compensation, 

after which they were thanked and dismissed. 

4.7	Data	Analysis	

Utilising SAS version 9.2 for statistical analysis (SAS Institute Inc., Cary, NC, USA), we began 

by applying descriptive statistics to provide a baseline understanding of the collected data. This 

was followed by inferential statistical tests to examine relationships between variables. 

Specifically, a linear regression model with a random intercept was employed to analyse 

students' task completion time, accounting for non-normal data distribution and intra-subject 

variability. For behavioural engagement, satisfaction, and successful task completion rate, 

logistic regression with a random intercept was used, with dichotomous dependent variables. To 



assess perceived levels of trust, confidentiality, and intention to use, cumulative logistic 

regression with a random intercept was applied, modelling the probability of lower values for 

ordinal variables.



Chapter 5: Analysis and Results 

This chapter is structured into three main sections to present the analysis and results of the study. 

The first section provides descriptive statistics to summarize and offer an overview of the 

collected data. The second section focuses on hypothesis testing through inferential statistical 

analysis to evaluate the proposed relationships and effects. Finally, the third section focuses on 

qualitative analyses, which involved systematically reviewing participants' interactions with the 

interfaces, analyzing eye-tracking data, and interpreting interview responses from students to 

deepen the understanding of the quantitative findings. 

5.1.	Descriptive	statistics	

Before exploring the inferential analysis, descriptive statistics were computed to summarise the 

central tendencies and variability within the data (Table 5), providing an overview of the 

dataset’s distribution and key characteristics.  

For task completion time, students using the text-based chat with a teacher took the longest (M = 

407.03 seconds, SD = 195.34), followed by those using voice-assisted generative AI tool (M = 

306.94, SD = 152.91), and text-based chat with generative AI (M = 271.88, SD = 132.20). 

Comparing students by academic level, those without academic difficulties completed the task 

faster (M = 282.30 seconds, SD = 152.00) than those with academic difficulties (M = 365.70 

seconds, SD = 325.19), indicating that academically at-risk students took significantly longer on 

average. 

For behavioural engagement which presented using the heatmap (Figure 8) students using the 

text-based chat with a teacher engaged more frequently, using an average of 5.14 prompts (SD = 

3.52), compared to the generative AI chat without voice assistance (M = 3.02, SD = 1.96) and 

with voice assistance (M = 3.85, SD = 2.28). Students without academic difficulties had a mean 

prompt usage of 3.87 (SD = 2.93), while those with academic difficulties used slightly more 

prompts (M = 4.20, SD = 2.62). 



 

Note. This figure illustrates students' behavioural engagement across the different modalities; synchronised text-based chat with a 
teacher, text-based generative AI tool, and voice-based generative AI tool.  
*The treatment group refers to the students with academic difficulties. 
*The control group refers to the students without academic difficulties.  

Figure 8. Dual-Axis Graph of Behavioural Engagement and Successful Task Completion Rate 
Across Modalities. 

The successful task completion rate was highest for the text-based chat with the teacher (M = 

0.62, SD = 0.49), followed by the generative AI chat with voice assistance (M = 0.43, SD = 

0.50), with the text-based chat with generative AI having the lowest success rate (M = 0.38, SD 

= 0.49). Students without academic difficulties achieved a higher success rate (M = 0.625, SD = 

0.49) than those with academic difficulties (M = 0.267, SD = 0.45). 

For trust, the text-based chat with the teacher was perceived as the most trustworthy (M = 1.78, 

SD = 0.75), followed by the generative AI chat without voice assistance (M = 2.97, SD = 0.76), 

with the generative AI chat with voice assistance receiving the lowest trust ratings (M = 3.68, SD 

= 0.53). Given that larger values indicate lower trust, the synchronized text-based chat with the 

teacher was perceived as the most trustworthy, followed by the generative AI chat without voice 

assistance, and voice-assisted generative AI chat as the least trustworthy. Both students with and 

without academic difficulties reported similar levels of trust (M = 2.50), with slightly higher 



variability in the academically at-risk group (SD = 1.1274) compared to those without difficulties 

(SD = 1.1244). 

In terms of confidentiality, the text-based chat with the teacher was perceived as the most 

confidential (M = 1.51, SD = 0.74), followed by text-based generative AI tool (M = 2.86, SD = 

0.73), while voice-assisted chat with generative AI had the lowest perceived confidentiality (M = 

3.66, SD = 0.68). Larger values indicate lower confidentiality, confirming the synchronized text-

based chat as the most confidential, with voice assisted generative AI chatbot perceived as the 

least. Both students with and without academic difficulties rated confidentiality similarly (M = 

2.5), with minor differences in variability between groups. 

For satisfaction, students rated the voice-assisted chat with generative AI the highest (M = 6.24, 

SD = 0.76), followed by the text-based chat with a teacher (M = 5.83, SD = 1.09), and the text-

based generative AI tool (M = 5.36, SD = 1.45) the lowest. Students without academic 

difficulties reported higher satisfaction (M = 6.01, SD = 1.18) than those with academic 

difficulties (M = 5.52, SD = 1.30). 

Finally, for NPS (Net Promoter Score), students were most likely to recommend voice-assisted 

chat with generative AI (M = 3.54, SD = 0.73), followed by the text-based chat with a teacher 

(M = 2.27, SD = 1.02) and text-based chat with generative AI (M = 2.57, SD = 0.83). Students 

without academic difficulties reported slightly higher NPS scores (M = 2.5, SD = 1.12) 

compared to those with academic difficulties (M = 2.5, SD = 1.13), with minimal differences in 

their intention to recommend the media types. 

The descriptive statistics also revealed a noteworthy trend: a positive correlation between 

engagement and success task completion rate (Figure 9)Specifically, the text-based chat with the 

teacher achieved an average engagement score of (M = 5.143) and the highest task completion 

rate (M = 0.622). The text-based chat with generative AI had the lowest engagement (M = 3.029) 

and the lowest task completion rate (M = 0.378). These results suggest a positive relationship 

between students' engagement and their task success, with higher engagement levels associated 

with higher completion rates. This finding provides a preliminary insight into the patterns of 

performance, which is investigated further in subsequent analyses. 



 
Note. The graph shows how engagement levels (primary axis) and task success rates (secondary axis) vary across the text-based 

chat with a teacher, text-based chat with generative AI, and voice-based chat with generative AI. 

Behavioural engagement was measured by counting the number of prompts sent by the students. Successful Task completion 

rates are represented as proportions ranging from 0 to 1. 

*The treatment group refers to the students with academic difficulties. 

*The control group refers to the students without academic difficulties.  

Figure 9. Relationship Between Behavioral Engagement and Task Success Rates Across Media 
Modalities 

 

 

 

 

 



Table 5. Descriptive Statistics of Students’ performance, perceptions, Satisfaction, and intention 
to use of the different modalities. 

 
Note. This table presents the means (M) and standard deviations (SD) for task completion time, behavioral engagement, task 

success rate, trust, confidentiality, satisfaction, and intention to use. The data is segmented by performance, treatment group, and 

control group across three media modalities: text-based chat with a teacher, text-based chat with generative AI, and voice-based 

chat with generative AI. In this study, the treatment group refers to the students with academic difficulties and the control group 

refers to the students without academic difficulties. 

*The treatment group refers to the students with academic difficulties. 

*The control group refers to the students without academic difficulties.  

 



To conclude, the descriptive statistics provided an inclusive overview of the dataset, highlighting 

key trends and variability that form the foundation for deeper analysis. Building on these 

insights, the next section focuses on testing the proposed hypotheses using inferential statistical 

methods. 

5.2	Hypothesis	Testing	

The Hypotheses subsection evaluates the impact of media type on students’ performance, 

perceptions, satisfaction, and intentions to use. This section presents the results of hypothesis 

testing, accompanied by a summary table indicating the status of support for each hypothesis 

(Table 6. Summary of Hypotheses and Their Support Status Also, the research model including 

path analysis and statistical significance (p-values) of the relationships examined, is illustrated in 

Figure 13. The results of pairwise comparison tests of all variables are presented in the 

appendices (Appendix E) 

Hypothesis1 (H1):  

• H1a: The richer the media the less time it will take students to complete the task. 

• H1b: The richer the media the more engaged the student will be. 

• H1c: The richer the media the higher the students' success rate. 

To analyse the impact of different media types on students' performance, including task 

completion time, successful task completion rate, and behavioural engagement, specific 

statistical models were tailored to the nature of the data and the study design. For task 

completion time, a linear regression model with a random intercept to account for intra-subject 

variability, given that each student interacted with all three media types was employed. This 

model was adjusted to account for the non-normal distribution of task completion time, ensuring 

the reliability of the analysis. 

For behavioural engagement and successful task completion rate, a logistic regression model 

with a random intercept was employed, as both outcomes were dichotomous dependent 

variables. Behavioural engagement was coded as 1 for engaged and 0 for not engaged, while 



successful task completion rate was coded as 1 for success and 0 for failure. Given that the 

distribution of these variables was heavily skewed, logistic regression was appropriate, as it does 

not assume normality and is well suited for modeling binary outcomes. This approach accounted 

for repeated measures within subjects and provided insights into the likelihood of success and 

engagement across different media types. 

The results revealed that media type had a significant effect on task completion time, F (3, 103) 

= 7.88, p < .0001 (H1a), as illustrated in Figure 10. Post-hoc pairwise comparisons with Holm 

correction indicated that students spent significantly more time completing tasks in the text-

based chat with a teacher compared to text-based chat with generative AI (M = 0.4276, SE = 

0.15), t (103) = 2.85, p = 0.0053, adjusted p = .0263. However, no significant effect of media 

type was found on behavioural engagement, F (2, 64) = 1.23, p = 0.2979 (H1b), or on successful 

task completion rate, F (3, 103) = 1.51, p = 0.217 (H1c). These findings support hypothesis H1a 

but do not provide support for H1b and H1c. 

 

 

 

 

 

 



 

Note. The graph displays the average task completion time (in minutes) across three media types: text-based chat with a teacher, 

text-based chat with GenAI, and voice-based chat with GenAI. Error bars represent standard error. The overall mean task times, 

as well as the task times for the treatment group (students with academic difficulties) and the control group (students without 

academic difficulties), are presented separately. A statistically significant difference (p < .05) is indicated with an asterisk. Non-

significant p-values are labelled above the comparisons. 

 

Figure 10. Average Task Completion Time by Media Type and Academic Group (with Error 

Bars). 

Building on this, we examined the effect of media types on students’ perceptions, specifically 

their trust and confidentiality, to assess hypotheses H2 and H3.  

Hypothesis 2 (H2): The type of media used has a significant effect on students’ perceived 

trust. 

To analyse the impact of media type on students’ perceived trust, we conducted a cumulative 

logistic regression with a random intercept model, estimating the probability of lower values for 



the ordinal dependent variable. As shown in Figure 11, the results indicated a significant effect 

of media type on perceived trust, F (3, 101) = 25.9, p < .0001 (H2). Pairwise comparisons 

revealed that the text-based chat with the teacher was perceived as significantly more trustworthy 

than voice-based chat with generative AI (B = 5.0942, SE = 0.6552), t (101) = 7.77, p < .0001. 

Also, the text-based chat with generative AI was perceived as more trustworthy than the voice-

assisted version (B = 2.1012, SE = 0.5223), t (101) = 4.02, p = .0001, adjusted p = .0002. The 

text-based chat with the teacher was also perceived as more trustworthy than the text-based chat 

with generative AI (B = 2.993, SE = 0.5437), t (101) = 5.5, p < .0001, adjusted p < .0001. 

  

Note. This graph presents the mean scores of students' perceived trust across three media types: text-based chat with a teacher, 

text-based chat with generative AI, and voice-based chat with generative AI. The data is segmented by aggregate mean, as well 

as treatment group (Students with academic difficulties), and control group (Students without academic difficulties). Error bars 

represent standard error. Statistically significant differences (p < .05) are marked with asterisks above the corresponding 

comparisons. Perceived trust was evaluated through a high-rank test, where participants were asked to rank the different 

modalities based on their trust in each one. 

Figure 11. Students' Perceived Trust by Media Type and Academic Group (with Error Bars). 

 



Hypothesis 3 (H3): The type of media has a significant effect on students’ perceived 

confidentiality. 

To examine the impact of media type on students’ perceived confidentiality, a cumulative 

logistic regression model with a random intercept was applied as the one used to evaluate 

perceived trust, estimating the probability of lower values for the ordinal dependent variable. The 

analysis revealed that media type had a significant effect on perceived confidentiality as 

visualised in the graph (Figure 12) (3, 95) = 23.31, p < .0001 (H3). Pairwise comparisons 

indicated that text-based chat with the teacher was perceived as significantly more confidential 

than voice-based chat with generative AI (B = 5.2575, SE = 0.6513), t (95) = 8.07, p < .0001. 

The text-based modality of the generative AI tool was also perceived as more confidential than 

the voice-assisted version (B = 2.214, SE = 0.5352), t (95) = 4.14, p < .0001. Furthermore, the 

text-based chat with the teacher was perceived as more confidential than the text-based chat with 

generative AI (B = 3.0435, SE = 0.54), t (95) = 5.64, p < .0001. These results support both 

hypothesis H2 and H3. 

 

 

 



 

Note. The graph shows the mean scores of students' perceived confidentiality across three media types: text-based chat with a 

teacher, text-based chat with generative AI, and voice-based chat with generative AI. The data is broken down by aggregate 

mean, treatment group (Students with academic difficulties), and control group (Students without academic difficulties). Error 

bars represent standard error. Statistically significant differences (p < .05) are marked with asterisks above the applicable 

comparisons. Perceived confidentiality was evaluated through a high-rank test, where participants were asked to rank the 

different modalities based on their trust in each one. 

Figure 12. Students' Perceived Confidentiality by Media Type and Academic Group (with Error 

Bars). 

Hypothesis 4 (H4):  

• H4a: Students with academic difficulties will take more time to complete the task 

compared to students without academic difficulties. 

• H4b: Students with academic difficulties will be less engaged with the media compared 

to students without academic difficulties. 



• H4c: Students with academic difficulties will have a lower successful task completion 

rate compared to students without academic difficulties. 

To analyse the impact of students' academic level on performance, we conducted a series of 

statistical tests tailored to each hypothesis. For task completion time (H4a) and behavioural 

engagement (H4b), we employed linear regression models with a random intercept to account for 

intra-subject variability, followed by pairwise comparison tests to examine differences between 

students with and without academic difficulties. Neither analysis revealed a statistically 

significant effect of academic level on task completion time (F (1,106) =0.68, p=0.4128) or 

behavioural engagement F (1,66) =0.55, p=0.4607). 

For successful task completion rate (H4c), a logistic regression model with a random intercept 

was used, modelling the probability of task success (coded as 1 for success and 0 for failure). 

The analysis revealed a significant effect of academic level (F (1,106) =15.29, p=0.0002), 

indicating that students without academic difficulties were more likely to succeed. Pairwise 

comparisons confirmed this finding, with students without academic difficulties showing 

significantly higher success rates compared to those with academic difficulties (B=−1.5665, 

SE=0.4006, t (106) =−3.91, p=0.0002, adjusted p=0.002). 

These results support H4c, demonstrating a significant difference in successful task completion 

rates based on academic level, but do not provide evidence to support H4a or H4b.  

Hypothesis 5 (H5):  

• H5a: Students who spend less time completing the task will report higher 

satisfaction. 

• H5b: Students who are more engaged with the media will report higher satisfaction. 

• H5c: Students who successfully complete the task will report higher satisfaction 

than those who failed it. 

A logistic regression model with a random intercept was employed to analyse the impact of 

students' performance factors, behavioural engagement, successful task completion rate, and task 



completion time, on their satisfaction. The model estimated the probability of the dependent 

variable, satisfaction, being equal to 1. Subsequently, we analysed the impact of performance 

factors on students’ satisfaction. The results indicated that task completion time did not exert a 

statistically significant effect on satisfaction, F (1, 105) = 1.25, p = 0.2662 (H5a), and 

behavioural engagement also showed no significant effect on satisfaction, F (1, 65) = 0, p = 

0.9538 (H5b). However, successful task completion rate significantly predicted satisfaction, F (1, 

105) = 4.02, p = 0.0475 (H5c), with higher success rates associated with increased satisfaction (B 

= 0.7502, SE = 0.3741), t (105) = 2.01, p = 0.0475.  

Hypothesis 6 (H6):  The students’ perceived trust has a significant effect on their 

satisfaction. 

A logistic regression model with a random intercept, modelling the probability of the dependent 

variable (DV) being equal to 1, was also employed to test the relationship between students' 

perceived trust and their satisfaction. The results showed that there is no statistically significant 

relationship between perceived trust and satisfaction, F (1,105) =0, p=0.9959. 

Hypothesis 7 (H7): The students’ perceived confidentiality has a significant effect on their 

satisfaction.  

To analyse the relationship between students' perceived confidentiality and their satisfaction, the 

same logistic regression model with a random intercept was applied, modeling the probability of 

the dependent variable, satisfaction, being equal to 1. The analysis suggests that there is no 

statistically significant effect of perceived confidentiality on satisfaction F (1,99) =0.43, 

p=0.5156. 

Hypothesis 8 (H8): The students’ satisfaction has an impact on their intention to use the 

media type. 

To analyse the impact of students' satisfaction on their intention to use, we employed a 

cumulative logistic regression model with a random intercept, modelling the probability of the 

dependent variable, intention to use, taking a lower value. The results did not support hypothesis 

H7, F (1, 103) = 1.42, p = 0.2362, with an estimate of B = -0.1547, SE = 0.1299, t (103) = -1.19, 

p = 0.2362. 



Table 6. Summary of Hypotheses and Their Support Status 

Hypothesis From To F(df1,df2)=F p Status 

H1a Type of media Task Completion Time F (3, 103) = 7.88 < .0001 Significant 

H1b Type of media Behavioural engagement F (2, 64) =1,23 0.2979 Not Significant 

H1c Type of media Successful Task Completion 
Rate 

F (3,103) =1,51 0.217 Not Significant 

H2 Type of media Perceived Trust F (3,101) =25,9 <.0001 Significant 

H3 Type of media Perceived confidentiality F (3,95) =23,31 <.0001 Significant 

H4a Academic level Task Completion Time  F (1, 106) =0,68 0.4128 Not significant 

H4b Academic level Behavioural engagement F (1,66) =0,55 0.4607 Not Significant 

H4c Academic level Successful Task 
completion rate 

F (1,106) = 15.29 0.0002 Significant 

H5a Task Completion time Satisfaction F (1,105) =1,25 0.2662 Not significant 

H5b Behavioural engagement Satisfaction F (1,65) =0 0.9538 Not significant 

H5c Successful task completion rate Satisfaction F (1,105) =4,02 0.0475 Significant 

H6 Trust Satisfaction F (1,105) =0 0.9959 Not significant 

H7 Confidentiality Satisfaction F (1,99) =0,43 0.5156 Not significant 

H8 Satisfaction Intention to use F (1, 103) = 1.42 0.2362 Not significant 

Note. Pair-wise comparison tests are not included in this table. 



 
Note. Significant differences between groups are indicated as follows: ***p<.001, *p<.05. Solid lines represent supported 

relationships, while dashed lines indicate unsupported relationships. 

Figure 13. Research model with path analysis and p-value. 

5.3	Post-hoc	analysis:	Understanding	Task	Abandonment	and	Usability	

Challenges	

To further assess how students utilized the different media types, we conducted post-hoc analysis 

focusing on qualitative methods. The available data was utilized to investigate and better 

understand task abandonment behaviors, which were observed during the data collection process 

and appeared to be specifically associated with the generative AI tools. This phase involved a 

qualitative analysis of eye-tracking data and verbatim responses from student interviews, 

providing deeper insights into the behavioral patterns and usability challenges faced by students 

when engaging with text-based and voice-enabled chat with generative AI, as compared to the 

text-based chat with a teacher. 

When using the text-based chat with generative AI, students generally had more positive than 

negative experiences. Out of 37 students, 19 reported enjoying their interactions with the chatbot 

due to its efficient teaching methodology, quick responses, and ease of use. However, 11 



students expressed negative experiences, citing difficulties in formulating questions, a lack of 

empathy from the chatbot, overly complex examples and explanations, and responses that were 

often inadequate or irrelevant to their needs. The remaining students were neutral, stating that 

their experience with the chatbot was neither positive nor negative. 

A notable difference emerged between the two groups of students, those with and without 

academic difficulties. Among students with academic challenges, 67% reported feeling 

comfortable with the text-based chat with generative AI and had a positive experience using it. In 

contrast, 52.23% of students without academic difficulties reported a similarly positive 

experience. 

However, further insights were revealed when we reviewed video recordings and analyzed eye-

tracking data from students interacting with the generative AI tool. Students with academic 

difficulties abandoned tasks more frequently than their peers without such challenges. Two key 

factors contributed to this behavior. 

First, these students struggled to formulate precise questions, often receiving vague or unhelpful 
responses from the chatbot. Without clear guidance, they found it difficult to progress, leading to 
frustration and disengagement, as shown in Note. This figure illustrates a scenario where the student explicitly 
stated that they did not understand the generative AI tool’s answer. Despite the chatbot's attempt to provide further guidance, the 
student abandoned the task without completing it.  

Figure 14. One student described this issue, stating, "I found it wasn’t easy to figure out how to 

use it; it wasn’t clear. I didn’t know what to write. I didn’t know how to phrase the question" 

(P112). 

Second, an important usability issue was uncovered through the eye-tracking data, which showed 

that students frequently misinterpreted the chatbot’s responses. For example, phrases like 

“Perfect!” were often interpreted as confirmation of task completion, even when the response 

continued with additional instructions or explanations. The eye-tracking analysis revealed that 

students with academic difficulties tended to focus only on the first part of the chatbot’s response 

before disengaging, as illustrated in Figure 15. This partial reading of the responses contributed 

to task abandonment and further highlighted the usability barriers faced by students, particularly 

those with academic difficulties, when engaging with text-based generative AI tools. 



 

Note. This figure illustrates a scenario where the student explicitly stated that they did not understand the generative AI tool’s 

answer. Despite the chatbot's attempt to provide further guidance, the student abandoned the task without completing it.  

Figure 14. Task Abandonment Due to Lack of Understanding of the Text-Based Generative AI 

chat’s Response. 

 

 



 

Note. The student exited the task immediately after ChatGPT said "perfect," believing the task was complete. 

Figure 15. Task Abandonment Due to Misinterpretation of Text-Based Generative AI chatbot 

Feedback. 

Students without academic difficulties also demonstrated task abandonment, though the 

underlying reasons differed. They were not asking the generative AI tool the right question that 

would help them effectively resolve the task. Since the generative AI chatbot lacked awareness 

of the specific task objectives, it could not provide personalized feedback to clarify 

misunderstandings. Consequently, these students often left tasks unfinished, despite being 

capable of resolving them with more detailed guidance. 

 

The voice-enabled chat with generative AI also presented additional challenges, particularly for 

students with academic difficulties. Among the 37 participants who used the voice modality, 30 

reported negative experiences. Students noted issues with the system failing to recognize their 

input on the first attempt, requiring them to repeat themselves. Others highlighted issues with the 

pace of the voice, describing it as either too slow or too fast, and some noted that the system 

frequently interrupted them mid-sentence or spoke over them. Additional frustrations included 

dissatisfaction with the tone of the voice, the overwhelming amount of information provided, and 

occasional irrelevance or unreliability of responses. Many of these students struggled to 



articulate their queries in a way that the generative AI tool could process effectively, as shown in 

the image (Figure 16).When their questions were misunderstood or ignored, many became 

frustrated and abandoned the task without rephrasing or attempting alternative approaches. This 

frustration is evident in participants’ comments. One student expressed, “I didn’t like it, really 

didn’t. I said something, and it didn’t write what I said, and it was slow to speak. It didn’t give 

me the answers I was expecting to receive” (P115). Another noted, “It didn’t listen when I spoke; 

it talked at the same time as me. It misunderstood the words; I mispronounced something, and it 

didn’t understand. It was easier to just type”. (P101). Some students also expressed discomfort 

using voice commands in the presence of others, such as the study moderator and note-taker, 

which limited their engagement with this modality. However, despite these difficulties, a few 

students recognized the potential of the voice-based AI tool to simulate teacher-like 

conversations. As one participant noted: "It was like with the teacher; I liked it, but I don't know 

if I'm pronouncing things correctly, and I had to ask several times." (P03). 

 

Note. This figure shows a scenario where the voice-based generative AI tool failed to understand the student on the first attempt, 

requiring the student to repeat themselves to proceed with the task. 

Figure 16. Student Repeats Input Due to Miscommunication with Voice-Based AI Tool. 



In contrast, students without academic difficulties showed greater adaptability when using the 

voice assistant. When the tool failed to comprehend their input, they showed persistence by 

reformulating their questions multiple times until a satisfactory response was achieved. This 

ability to adjust their communication strategies enabled them to overcome many of the usability 

barriers that led to task abandonment in their peers with academic challenges. 

 

These results highlight important behavioural differences between the two groups. Students with 

academic difficulties were less persistent and more likely to abandon tasks when they 

encountered challenges. On the other hand, the text-based chat with the teacher, with task-

specific knowledge and the ability to provide direct, adaptive feedback, significantly reduced 

task abandonment and kept students engaged. 

In general, the second phase of analyses highlights the usability limitations of the voice-enabled 

chat with generative AI, particularly for students who may already face difficulties in academic 

tasks. The inability to provide clear, reliable, and context-appropriate responses contributed to 

disengagement and task abandonment, as seen especially with certain modalities. The dual-axis 

graph revealed above (Figure 9) revealed a positive correlation between engagement and success 

levels, emphasizing that higher engagement was associated with better performance. However, 

task abandonment among students with academic difficulties resulted in lower levels of 

engagement, which, in turn, contributed to a lower successful task completion rate. 

These findings reinforce the need for generative AI tools that are intuitive, responsive, and 

context aware, with significant improvement in voice recognition and user adaptability. For 

students with academic difficulties, these tools should be equipped to guide question 

formulation, and encourage persistence. Tackling these challenges could help mitigate task 

abandonment and improve the effectiveness of AI tools in educational contexts. 

 
 

 

 



Chapter 6: Discussion 

This study aimed to determine whether different levels of media richness affect students' 

performance, engagement, and perceptions. Specifically, it examined the impact of three media 

types, text-based chat with a teacher, voice-based chat with generative AI, and text-based chat 

with generative AI, on students' learning outcomes.  The findings revealed that the media type 

did not significantly affect task completion success (H1c) or behavioural engagement (H1b), 

though task completion time (H1a) varied, with students taking the longest when communicating 

with the teacher. This suggests that generative AI tools can match human teachers in supporting 

student learning while facilitating quicker task completion. However, it was unexpected that 

students completed tasks more quickly when typing on the generative AI tool compared to using 

its voice-based modality, as speaking typically requires less time than typing (Sperber et al., 

2013). This discrepancy may be explained by usability challenges associated with the voice 

interface, which could have hindered the students' efficiency and led to longer task completion 

times. 

Although differences in engagement were not statistically significant, students engaged the most 

with the teacher, followed by the voice-based chat with generative AI, with the text-based chat 

with generative AI being the least engaging (H1b). This finding has been previously proven as 

teachers have been proven to positively impact the students’ motivations as well as their 

engagement (Cooper, 2013). Also, many students struggled with the AI interfaces, frequently 

abandoning ChatGPT due to unclear instructions, reflecting broader trends where users are more 

likely to disengage from websites when there is a delay in finding the information they seek 

(Google, 2017). Misinterpretations of ChatGPT’s encouraging feedback as task completion 

further complicated the experience. This issue was particularly pronounced among students with 

academic difficulties, who often displayed overconfidence, abandoning tasks prematurely. This 

could be explained by the Dunning-Kruger effect (Kruger and Dunning, 1999), where limited 

knowledge led the students to believe their responses were correct. In contrast, the teacher’s 

personalised guidance mitigated these challenges by providing clear instructions and redirecting 

students’ focus when they became distracted. This finding corresponds with previous studies 

showing that students in distance learning often perform as well as, and sometimes even better 



than, those in traditional face to face settings (Shachar & Neumann, 2003) . However, research 

also indicates a higher dropout rate among online learners compared to their in-person 

counterparts (Carnevale, 2000). This trend may originate from the lack of human interaction and 

emotional connections in virtual settings, which can develop a sense of isolation and 

disengagement (Rourke et. al, 2001).  

This finding partially aligns with MRT (Daft & Lengel, 1986). As the richest medium in this 

study, the voice-based chat with generative AI improved task efficiency, allowing students to 

complete tasks faster than the text-based chat with the teacher, consistent with MRT’s prediction 

that richer media reduce ambiguity. However, when examining task success rates, students 

performed better with the teacher, which is considered lower in media richness than voice-based 

chat with generative AI. While this finding is not statistically significant, it suggests that AI, 

although enhancing efficiency, may lack the adaptive, personalised support that human 

exchanges provide, which may be essential for achieving task success, especially for students 

needing emotional and relational engagement. 

In line with Social Presence Theory, which suggests that a high level of social presence 

encourages emotional connections that can indirectly impact trust and perceived confidentiality, 

by making interactions feel more personal, this study found that the students perceived their 

conversations on the text-based chat with the teacher as more trustworthy (H2) and confidential 

(H3) than the generative AI tools. The teacher’s higher social presence likely strengthened 

emotional bonds, making the conversation feel more personal. In contrast, the AI modalities, 

particularly the voice-based chat with generative chat, lacked this level of social presence, which 

heightened students' privacy concerns. Many students were wary of voice assistants, influenced 

by rumours of eavesdropping and data misuse, which negatively impacted their perceptions of 

confidentiality and comfort with the AI interfaces. 

Students with academic difficulties faced additional challenges. Although their success rates 

were lower than those of their peers (H4c), there were no significant differences in their 

engagement (H4b) or task completion time (H4a). These students struggled to phrase questions 

correctly, process the AI’s responses, and stay motivated, often abandoning tasks prematurely. 



These findings highlight the need for accessible and supportive AI tools that cater to students 

with academic difficulties, ensuring they can benefit fully from these technologies. 

Despite these challenges, students reported satisfaction upon completing tasks across all 

modalities (H5c), suggesting that task success was the primary factor influencing satisfaction. 

Other factors such as completion time (H5a), engagement (H5b), trust (H6), and confidentiality 

(H7) did not significantly affect their satisfaction levels. It is important to note the considerable 

variation in task completion times among students, may explain the lack of a significant effect of 

task completion time on student satisfaction. This variation could also indicate the presence of a 

confounding factor, such as differences in persistence levels among students with learning 

difficulties. These disparities may have influenced the non-significant relationship between 

media type and task completion time, ultimately impacting satisfaction outcomes.  

Interestingly, satisfaction alone did not translate into an intention to use the AI tools again (H8), 

which contrasts with previous literature. Frustrations with usability, including the need to repeat 

phrases for voice-based chat with generative AI, difficulties in navigating the tools, and 

occasional misinterpretation of chatbot responses, likely contributed to both diminished students’ 

satisfaction and reduced their willingness to use these tools in the future. When comparing 

students’ intention to use the different modalities, they demonstrated a stronger intention to use 

and recommend the text-based chat with the teacher and the text-based generative AI compared 

to the voice-based modality. This highlights the potential influence of usability challenges on 

their preferences and intentions. 

6.1	Practical	Implications		

The results point to practical implications that provide actionable guidance for the design, 

implementation, and policy development of generative AI tools in education. To improve 

engagement and reduce task abandonment, generative AI systems must evolve to better address 

the students’ needs by providing clearer instructions and more constructive feedback. For 

instance, replacing vague feedback such as “Perfect” with “That’s a good start- here is how you 

can improve” can guide students more effectively, as well as enhance task focus and completion. 

Adaptive feedback mechanisms should also be developed to detect when students are confused 

or distracted, helping them refocus on the task. 



To ensure effective usage, generative AI systems should also offer students prompt ideas and 

detailed instructions. This includes guiding students on how to phrase their queries, examples of 

questions they can ask, and clear steps for submitting their prompts. Providing such structured 

support will not only improve usability but also help students, especially those with academic 

difficulties, fully leverage the capabilities of the AI tool. They should also be equipped with 

features to identify indicators of confusion or loss of focus, such as extended hesitations or 

multiple rephrasing of a question. They should actively address these challenges by offering 

clearer explanations, tailored support, or motivational prompts to guide students back on track 

and maintain their engagement. 

Voice-based AI systems could also benefit from greater customization, allowing students to 

adjust the tone, speed, and style of the voice to suit their preferences. Improvements in natural 

language processing would enhance the AI’s ability to recognize diverse accents, manage pauses 

in speech, and secure smooth interactions without interruptions. A more human-like, less robotic 

voice would develop deeper engagement and make the interaction feel more personal. 

The study showcases the importance of preparing students to use the generative AI tools 

effectively. They should learn not only how to phrase questions correctly but also how to manage 

the limitations and ethical challenges of these tools, such as the risks of misinformation and 

plagiarism. Resolving concerns about confidentiality is also important. AI systems should clearly 

communicate how personal data will be handled, assuring students that their interactions will not 

be recorded or misused. Incorporating empathetic language and emotional recognition features 

could further enhance trust, making the AI appear more approachable and human-like. 

Establishing ethical guidelines on data privacy, transparency, and consent will also promote 

students' confidence and willingness to use these tools. 

These insights potentially suggest that a blended learning model that combines human teachers 

with generative AI offers a promising way forward. While AI tools can efficiently handle routine 

educational tasks, teachers play a crucial role in motivating students, providing personalised 

guidance, and meeting emotional and cognitive needs. This hybrid approach guarantees that 

students benefit from both the efficiency of AI and the empathy of human exchanges, reducing 

the likelihood of premature task abandonment. 



6.2	Theoretical	Contribution		

The findings of this study extend MRT by demonstrating that richer media, such as voice-

enabled AI, do not always yield better outcomes. Although voice-based AI improved task 

completion time (H1a), it did not significantly enhance students’ behavioural engagement (H1b), 

trust (H2), or students' intention to use the tools (H8). The frequent task abandonment, caused by 

unclear instructions and misinterpreted feedback, highlights the limitations of AI tools, 

especially for students with academic difficulties. These results emphasise the need for more 

adaptive, user-friendly AI systems capable of providing tailored support to diverse learners. 

Furthermore, the findings of this study also extend the Social Presence Theory by demonstrating 

that modalities with higher social presence, such as the synchronized chat with the teacher, result 

in significantly higher levels of perceived trust and confidentiality compared to leaner 

modalities. 

In conclusion, while generative AI tools such as ChatGPT have the potential to support student 

learning, significant improvements are required to overcome their current limitations. Usability, 

emotional intelligence, and trust-building features are essential for making these tools more 

effective and reliable. Integrating AI with human instruction offers a balanced approach, 

ensuring that students receive both efficient technological support and meaningful human 

connection. By resolving the challenges identified in this study, future developments in AI can 

better meet the needs of all students, especially those with academic difficulties, promoting more 

inclusive and effective learning environments. 

6.3	Limitations	and	future	research	

This study has seven limitations, which are natural for an experimental study conducted in a 

controlled environment and may affect its ecological validity. First, most participants were 

drawn from the same school, which may have limited the diversity of attitudes, behaviours, and 

experiences, potentially introducing sampling bias. In addition, because the participants were 

minors, the scope of data collection was restricted by ethical guidelines, limiting certain types of 

information we could collect. For example, we relied on self-reported questionnaires to assess 

perceptions of the media used, rather than more objective physiological measures such as heart 

rate or galvanic skin response. 



Another limitation relates to the high-ranking question used in the final questionnaire, where 

students were asked to compare the different media directly, rather than evaluating each 

independently. Also, generative AI’s unpredictability posed challenges during the study. For 

instance, in some cases, we exceeded the daily prompt limit, preventing participants from 

sending further prompts, and the generative AI tool’s responses were sometimes inconsistent 

across participants. In certain instances, it even asked students for feedback on its responses, 

which may have impacted perceptions. 

Moreover, the tasks that the students conducted were in French, and it remains uncertain whether 

similar results would occur in other subjects. Additionally, the effect of voice-based interaction 

could have been influenced by students’ lack of familiarity or comfort qith this modality, 

potentially impacting their experience. Therefore, any differences in the audio chat condition 

might be due to its novelty rather than the inherent qualities of voice-based interaction. 

The presence of a moderator and note-taker could also have contributed to an experimenter 

effect, where participants may have altered their behaviour due to being observed. Finally, the 

teacher in the study had an advantage over the AI, as she knew the tasks in advance and was able 

to redirect students when they lost focus, which AI systems were unable to do.   

Finally, another limitation to consider is that generative AI models, such as ChatGPT, the tool 

used in this study, are continuously evolving, with newer versions being developed and refined. 

As a result, the learning experience of students may differ with future iterations of these 

technologies, and this should be considered when interpreting the findings of this study.  

For future research, it would be beneficial to involve a more diverse sample by including 

students from multiple schools or regions, which would help generalise the findings across 

various educational settings and student populations. Moreover, obtaining parental consent and 

implementing age-appropriate ethical guidelines could allow for the collection of physiological 

data (e.g., stress or engagement levels) through non-invasive measures, providing deeper insights 

into students’ reactions. 

Future studies should also employ separate evaluations for each modality to capture a more 

nuanced understanding of how students perceive each medium individually. This could involve 



using distinct rating scales for key factors such as ease of use, trust, and engagement for each 

modality. Furthermore, research should examine how generative AI performs across different 

academic disciplines to determine whether subject matter influences students’ academic 

performance and their perceptions of AI.  

Research should continue to explore how newer versions of generative AI impact students’ 

learning experiences over time. Longitudinal studies could track the effects of AI advancements 

on student performance, perception and satisfaction ensuring that findings remain relevant as 

these technologies develop. Additionally, comparative studies using different AI models and 

versions could help determine whether improvements in AI capabilities enhance educational 

effectiveness or introduce new usability challenges.  

To ensure a more balanced comparison between the AI and teacher interactions, generative AI 

could be pre-programmed with detailed task-specific knowledge, similar to what the teacher 

possesses. Alternatively, blind studies could be conducted where neither the teacher nor AI has 

prior knowledge of the tasks, eliminating potential biases. 

A longitudinal study could investigate how students’ performance, perspectives and intentions 

toward AI evolve over time, particularly as they become more familiar with the technology. 

Finally, future research should evaluate each modality independently rather than relying on 

comparison-based assessments, offering a more thorough analysis of each medium’s 

effectiveness. By addressing these considerations, future research can provide deeper insights 

into the evolving role of generative AI and its potential to support student learning.  

 

 

 

 

 

 

 



Chapter 7: Conclusion 

The objective of this thesis was to assess whether generative AI with voice assistance could help 

students with academic difficulties overcome their challenges and to compare the effectiveness 

of text-based and voice-based chat with generative AI systems with text-based chat interactions 

with a teacher. Using a 2x3 within-subject design, this study explored how different media types 

with varying levels of media richness and social presence affect students’ performance, 

perceptions, satisfaction, and intention to use. Two central research questions guided this 

inquiry: first, to what extent generative AI chatbots support the academic performance of 

students compared to teacher-student interactions, and second, to what extent does generative AI 

with speech recognition impact the performance, perception, and AI usage intention of students 

with academic and language difficulties, compared to text-based generative AI.  

The findings revealed important insights into the role of generative AI in education. In terms of 

students’ performance, while there was no significant difference in students' successful 

completion rates and behavioural engagement across the three modalities, task completion time 

was significantly shorter with text-based generative AI tool than with a text-based chat teacher, 

indicating that AI can facilitate efficiency without compromising performance. However, 

students’ perceptions highlighted limitations of AI-mediated communication, as the text-based 

chat with a teacher was perceived as more trustworthy and confidential than the AI systems.  

The study highlighted that the subtle differences in how students communicated with each 

medium provide important insights into their experiences. Behavioral engagement varied based 

on the clarity and relevance of the guidance offered by each modality. While the generative AI 

tools adapted their responses to students’ input, its limited knowledge of the French material 

constrained their ability to provide task-specific support. This limitation was further intensified 

by students often struggling to ask the right questions, making it difficult for the AI to guide 

them effectively. In contrast, the teacher's strong familiarity with the material enabled them to 

take the lead in asking students targeted questions, helping them progress toward task 

completion. This resulted in higher engagement and improved performance in teacher-led 

exchanges, emphasizing the pivotal role of subject matter expertise and proactive guidance in 

supporting a supportive and effective learning environment. 



Other challenges students encountered with AI-mediated communication reveal important 

usability issues. The voice-assisted AI frequently failed to understand students’ spoken input, 

leading to frustration, particularly among students with academic difficulties. These students 

were more likely to abandon the task when the AI misinterpreted their speech or failed to provide 

relevant responses. This issue was less pronounced among students without academic 

difficulties, who appeared to adapt better to the challenges posed by the AI tools. Furthermore, 

students across the board had difficulty phrasing their questions effectively, often struggling to 

articulate what they needed to ask the generative AI chatbots. This lack of clarity in 

communication created barriers to productive interaction and hindered the AI’s ability to guide 

them effectively. Also, students often misinterpreted the AI's generic encouraging feedback as 

confirmation of task completion, a problem less prevalent in the teacher-led interaction, where 

feedback was clearer and more task-specific. This highlights the need for generative AI systems 

to provide more precise and constructive guidance to sustain engagement and guarantee accurate 

task completion. 

These findings highlight both the potential and the limitations of generative AI in education. 

While the tools matched the teacher in terms of successful completion rates and offered 

efficiency through shorter task completion times, their usability barriers, particularly in voice-

assisted interactions, limited their general effectiveness. The results suggest that while media 

richness and the incorporation of voice assistance enhance certain elements of interaction, their 

effectiveness is limited by ongoing usability challenges and the lack of task-specific intelligence, 

which would enable the AI to provide accurate guidance and anticipate students' needs. 

Overcoming these limitations is crucial to ensuring that generative AI tools provide equitable 

and effective support for all learners, particularly those with academic challenges. 

These findings not only align with but also challenge certain assumptions within MRT and SPT. 

While richer media (e.g., voice-assisted AI) theoretically should enhance engagement, the 

absence of nuanced emotional and adaptive feedback limited its effectiveness compared to 

human interchanges. This suggests that media richness alone is insufficient to promote 

engagement and success; emotional intelligence and task-specific adaptability must also be 

considered. 



From a theoretical standpoint, this research also contributes to MRT and SPT by situating these 

frameworks within the context of AI-mediated communication in education. The findings deepen 

our understanding of how media richness and social presence shape students’ learning 

experiences, leveraging the latest innovations, perceptions of trust, and confidentiality, offering 

important insights into the intersection of educational technology and communication theories.  

Meanwhile, the practical contributions of this study offer insights into how students, with and 

without academic difficulties, engage with generative AI chatbots, offering the foundation for the 

development of inclusive and effective educational technologies. These findings help developers 

and designers create AI tools tailored to diverse learning needs, emphasizing the importance of 

clear instructions, adaptive feedback, and intuitive interfaces. Generative AI systems should go 

beyond offering generic responses by providing more precise, constructive, and actionable 

feedback. Such responses can better guide students toward completing tasks successfully and 

understanding the material better. Also, AI systems should include mechanisms to detect signs of 

confusion or disengagement, such as prolonged pauses or repeated attempts to phrase a query, 

and respond proactively with clarifications, additional guidance, or encouragement to help 

students refocus and remain engaged. 

To ensure students fully optimize their usage of these tools, generative AI systems should also 

offer prompt ideas, guide users on how to phrase queries effectively, and provide examples of 

suitable questions. Schools can leverage these insights to guide AI implementation, ensuring 

these tools enhance learning outcomes while addressing key concerns such as engagement, trust, 

and confidentiality. 

Regarding the usage of voice assistants, enhancements in natural language processing should 

prioritize recognizing diverse accents, managing pauses, supporting students when they correct 

themselves, and delivering smoother, interruption-free interactions. Voice-based AI systems 

could further benefit from customization options, allowing students to adjust tone, speed, and 

style to suit their preferences, promoting accessibility and engagement. Moreover, ensuring 

transparency in data handling and integrating empathetic language and emotional recognition 

features can enhance trust, making interactions with AI systems feel more natural and user-

friendly. 



Also, the study provides empirical evidence on generative AI’s role in supporting students with 

academic challenges, contributing to theoretical discussions on media richness, social presence 

and AI's role in education. For technology developers, educators, and instructional designers, it 

highlights strategies for building adaptable, trustworthy AI systems. Policymakers can use these 

findings to shape AI-powered educational policies that promote equity and provide inclusive 

support for all students, particularly those with learning difficulties. 

This study has several limitations which may affect its ecological validity. The sample was 

drawn primarily from a single school, potentially limiting diversity, and introducing sampling 

bias. Ethical restrictions on research with minors constrained data collection to self-reported 

questionnaires, excluding objective measures such as physiological responses. The use of direct 

comparative questions in the final questionnaire may have affected student evaluations. 

Furthermore, generative AI’s unpredictability, including prompt limits and inconsistent 

responses, introduced variability in the study. The teacher had prior knowledge of the tasks, 

enabling her to provide adaptive guidance, whereas the generative AI tool lacked task-specific 

knowledge, which may have affected the comparability of their performances. The presence of a 

moderator and note-taker may also have caused an experimenter effect.  

Future research is essential to build on these findings and handle these limitations. Evaluating 

each modality independently using specific measures of usability, engagement, and satisfaction 

could yield a more nuanced understanding of their strengths and weaknesses. Programming 

generative AI with task-specific knowledge would also enhance its effectiveness, creating a more 

balanced comparison between AI and teacher interactions. Also, longitudinal studies would be 

essential to investigate how students’ performance and perspectives evolve as they become more 

accustomed to AI technologies, shedding light on the long-term impact of these tools on learning 

outcomes. There is also significant potential for developing hybrid educational models that 

integrate AI with human instruction, leveraging the efficiency of AI and the adaptability of 

teachers to create richer learning environments. Moreover, as the use of AI in education expands, 

ethical considerations should remain a priority. Future research should overcome these 

challenges, offering guidelines to ensure responsible and equitable implementation. 



In conclusion, this thesis highlights the transformative potential of generative AI in education, 

particularly for students with academic difficulties, while recognizing the irreplaceable role of 

human connection in learning. As AI technologies evolve, they present new opportunities to 

enhance educational access, engagement, and personalised learning, but their implementation 

must be guided by trust, ethics, and inclusivity. Achieving a balance, where AI tools complement 

human interactions, empowers all students, and nurtures meaningful learning experiences, is 

essential for future education systems. 

The findings of this study provide important insights for teachers, technology developers, and 

policymakers, offering practical guidance on how AI can be integrated responsibly into 

educational contexts. However, with the rapid pace of technological change, continued research 

and adaptation are necessary to ensure that AI solutions remain pertinent, equitable, and 

effective. By building on the contributions of this thesis and pursuing new research directions, 

future studies will further advance both theoretical and practical understanding of AI in 

education, promoting innovative, inclusive, and sustainable learning environments. 

 

 



Appendices 

Appendix A- Generative AI prompt translation. 

 

Translation to English:  

Let’s do a simulation together. I am the student, and you are a Secondary 2 French 

teacher. Your role is to help me understand the different concepts related to the topic 

being questioned without giving me the answers. Your role is also to provide 

explanations on grammatical and spelling rules. You can guide me by asking questions 

and not by giving me the answers directly. 



Objective: This simulation is used to help me understand the spelling, conjugation, and 

grammar rules from my secondary 2 curriculum. 

Scenario: You are a French teacher. The student is a 13-year-old in secondary 2 who 

needs your help to do their homework and understand their lessons. The student needs 

clarifications and advice for their exercises. 

Constraints: If the student is talking about something other than the exercise, bring 

their attention back to the exercise. Explain without using words that are part of the 

answer. Your response should not exceed 50 words. Also, do not use the word or verb 

that makes up the answer. If the student says they don’t know the answer, explain in 

another way instead of giving them the answer. 

Evaluation: I will give you exercises, and you will help me understand them. Do not 

give me the answer but guide me to solve the exercises. The most important thing is that 

I understand the lessons. Do not go further than what I ask you. This is procedural 

learning. 

Method: I ask you a question about a topic, and you explain the entire lesson to me. 

Then, you ask me questions to help me solve the exercise. Ask me one question at a 

time. When I ask you a question, start by explaining the lesson in general terms, and 

then guide me towards a specific answer before directing me to the possible correct 

answers. It is more important for the student to learn how to analyze and identify the 

possible answers than to be led directly to the answer. 

For the teaching methodology, prioritize asking questions and interacting with the 

student only with their responses to the question to guide them towards the correct 

answer, without providing them with clues to the answers. Respond in French. 

 

 

 

 



Appendix B: Student Task Details- French Exercises 

 Task1: “Figure de style.”  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Task 1: Figure de style 

 

Note. The students completed three tasks in a random order, with the three media types randomly assigned 

to the task.  

 

 

 

 

 

 

 

 



Task 2: “ Classe de mots” 

 

 

 

Note. The students completed three tasks in a random order, with the three media types randomly assigned 

to the task.  

 

 



Task 3: “Participe passé” 
 

 
 

 

 

Note. The students completed three tasks in a random order, with the three media types randomly assigned 

to the task.  

 

 



Appendix C- Post-task Satisfaction questionnaire 

 

Translation:  

To what extent do you agree with the following statements regarding the help received? 

(1 = "Strongly disagree" and 7 = "Strongly agree") 

• I am satisfied with the help received. 

• I am happy with the help received. 

• I am unhappy with the help received. 

Appendix D- Post tasks questionnaire:  

Trust: 

 
Note: The order of the options presented to the students was randomized across all questions to reduce 
potential bias in their responses. 

Translation:  

Rank the websites according to your confidence in the information they provide, from 

most reliable (1) to least reliable (3). 

 



Intention to use: 

 
Note: The order of the options presented to the students was randomized across all questions to reduce 
potential bias in their responses. 

Translation: Rank the websites based on how likely you are to recommend them to your peers, 

from the site you would most likely recommend (1) to the one you would least likely 

recommend (3). 

Confidentiality: 

 
Note: The order of the options presented to the students was randomized across all questions to reduce 
potential bias in their responses. 
 

Translation: Rank the websites based on their confidentiality, from the one you found most 

trustworthy in protecting your personal information (1) to the one you found least trustworthy 

(3).



Appendix E: Pairwise comparison Tests for All Variables 

 

Dependent 
Variable Effect Comparison Estimate SE df T-value P-value Adjusted 

p-value Status 

Task 
completion 
time 

Media type Text-based chat 
with GenAI 

Voice-based chat 
with GenAI -.14 .15 103 -.9 0.37 0.37 Not 

Significant 

  Text-based chat 
with teacher 

Text-based chat 
with GenAI .43 .15 103 2.85 .0053 .03 Significant 

  Text-based chat 
with teacher 

Voice-based chat 
with GenAI .29 .15 103 1.95 .05 .16 Not 

Significant 

 Academic 
level 

Students with 
Academic 
difficulties 

Students without 
Academic 
difficulties 

.11 .14 106 .82 .41 .41 Not 
Significant 

Behavioural 
engagement Media type Text-based chat 

with teacher 
Text-based chat 
with GenAI .76 .53 64 1.42 .16 .48 Not 

Significant 

  Text-based chat 
with teacher 

Voice-based chat 
with GenAI .05 .52 64 .09 .93 .93 Not 

significant 



Appendix E: Pairwise comparison Tests for All Variables 
Dependent 
Variable Effect Comparison Estimate SE df T-value P-value Adjusted 

p-value Status 

Behavioural 
engagement Media type 

Text-based 
chat with 
GenAI 

Voice-
based chat 
with 
GenAI 

-.71 .54 64 -1.32 .19 .48 Not 
Significant 

 Academic 
level 

Students 
with 
Academic 
difficulties 

Students 
without 
Academic 
difficulties 

.044 .6 66 .74 .46 .46 Not 
Significant 

Successful 
Task 
completion 
rate 

Media type 
Text-based 
chat with 
teacher 

Text-based 
chat with 
GenAI 

1.05 .5 103 2.08 .04 .023 Not 
Significant 

  
Text-based 
chat with 
teacher 

Voice-
based chat 
with 
GenAI 

.67 .5 103 1.36 .18 .88 Not 
Significant 

  
Text-based 
chat with 
GenAI 

Voice-
based chat 
with 
GenAI 

-.38 .5 103 -.75 .46 1 Not 
Significant 

 Academic 
level 

Students 
with 
Academic 
difficulties 

Students 
without 
Academic 
difficulties 

-1.6 .4 106 -3.91 .0002 .0002 Significant 

Trust Media 
Type 

Text-based 
chat with 
teacher 

Voice-
based chat 
with 
GenAI 

5.09 .66 101 7.77 <.0001 <.0001 Significant 

  
Text-based 
chat with 
GenAI 

Voice-
based chat 
with 
GenAI 

2.1 .52 101 4.02 .0001 .0002 Significant 



Appendix E: Pairwise comparison Tests for All Variables 

Dependent 
Variable Effect Comparison Estimate SE df T-value P-value Adjusted 

p-value 
Status 

Trust Media 
Type 

Text-based 
chat with 
teacher 

Text-based 
chat with 
GenAI 

2.99 .54 101 5.5 <.0001 <.0001 
Significant 

 Academic 
level 

Students 
with 

Academic 
difficulties 

Students 
without 

Academic 
difficulties 

.06 .3 104 .19 .85 .85 

Not 
Significant 

Confidentiality Media 
Type 

Text-based 
chat with 
teacher 

Voice-
based chat 

with GenAI 
5.26 .65 95 8.07 <.0001 <.0001 

Significant 

  
Text-based 
chat with 
GenAI 

Voice-
based chat 

with GenAI 
2.21 .54 95 4.14 <.0001 <.0001 

Significant 

  
Text-based 
chat with 
teacher 

Text-based 
chat with 
GenAI 

3.04 .54 95 5.64 <.0001 <.0001 
Significant 

 Academic 
level 

Students 
with 

Academic 
difficulties 

Students 
without 

Academic 
difficulties 

.06 .32 98 .2 .84 .84 

Not 
Significant 



Appendix E: Pairwise comparison Tests for All Variables 

Dependent 
Variable Effect Comparison Estimate SE df T-value P-value Adjusted 

p-value 
Status 

Satisfaction Media 
Type 

Text-based 
chat with 
teacher 

Text-based 
chat with 
GenAI 

.34 .51 103 .66 .51 1 

Not 
Significant 

  
Text-based 
chat with 
teacher 

Voice-
based chat 

with GenAI 
-.97 .52 103 -1.88 .06 .25 

Not 
Significant 

  
Text-based 
chat with 
GenAI 

Voice-
based chat 

with GenAI 
-1.3 .53 103 -2.48 .0147 .09 

Not 
Significant 

 Academic 
level 

Students 
with 

Academic 
difficulties 

Students 
without 

Academic 
difficulties 

-.92 .47 106 -1.96 .05 .05 

Not 
Significant 

Intention to use Media 
Type 

Text-based 
chat with 
GenAI 

Text-based 
chat with 
teacher 

-.53 .43 101 -1.22 .22 .22 

Not 
Significant 

  
Voice-

based chat 
with GenAI 

Text-based 
chat with 
teacher 

-2.56 .5 101 -5.15 <.0001 <.0001 
Significant 

 



Appendix E: Pairwise comparison Tests for All Variables 

Dependent 
Variable Effect Comparison Estimate SE df T-

value 
P-

value 
Adjusted 
p-value Status 

Intention to 
use Media Type Text-based chat 

with GenAI 
Voice-based chat 

with GenAI 2.03 .48 101 4.19 <.001 <.001 Significant 

 Academic level 
Students with 

Academic 
difficulties 

Students without 
Academic 
difficulties 

.06 .31 104 .19 .85 .85 Not Significant 

 
Notes. The estimate refers to the mean difference between group means. Adjusted p-values were calculated using Holm method to account for multiple 
comparisons.  
 
 

 
 
 
 
 
 



 
References 

A Abdo, SM Yusof (2023). Exploring the impacts of using the Artificial Intelligence 

voice-enabled chatbots on customers interactions in the United Arab Emirates 

IAES International Journal of Artificial Intelligence 12(4):1920 

Ajzen, I. (1985). From Intentions to Actions: A Theory of Planned Behavior. In J. Kuhl 

& J. Beckmann (Eds.), Action Control (pp. 11–39). Springer Berlin Heidelberg. 

https://doi.org/10.1007/978-3-642-69746-3_2 

Ajzen, I. (1980). Understanding attitudes and predictiing social behavior. Englewood 

cliffs. 

Allen, I. E., & Seaman, J. (2004). Entering the Mainstream: The Quality and Extent of 

Online Education in the United States, 2003 and 2004. In Sloan Consortium 

(NJ1). Sloan Consortium. https://eric.ed.gov/?id=ED530061 

Allen, M. H., Matthews, C. E., & Parsons, S. A. (2013). A second-grade teacher’s 

adaptive teaching during an integrated science-literacy unit. Teaching and 

Teacher Education, 35, 114–125. https://doi.org/10.1016/j.tate.2013.06.002 

Al Jaberi, A.T., Alzouebi, K., & Abu Khurma, O. (2024). An Investigation into the 

Impact of Teachers’ Emotional Intelligence on Students’ Satisfaction of Their Academic 

Achievement. Social Sciences. 

 
Alloprof. (n.d.). Alloprof: Homework help and academic resources for Quebec students. 

https://www.alloprof.qc.ca 

Alloprof. (n.d.). Zone d’entraide – Discussions. Retrieved December 5, 2024, from 

https://www.alloprof.qc.ca/zonedentraide/discussions 

https://www.alloprof.qc.ca/
https://www.alloprof.qc.ca/zonedentraide/discussions


 

Ambartiasari, G., Lubis, A. R., & Chan, S. (2018). PENGARUH KUALITAS 

PELAYANAN, KEPERCAYAAN DAN FASILITAS KAMPUS TERHADAP 

KEPUASAN DAN DAMPAKNYA KEPADA LOYALITAS MAHASISWA 

POLITEKNIK INDONESIA VENEZUELA. Jurnal Manajemen Inovasi, 8(3), 

Article 3. https://doi.org/10.24815/jmi.v8i3.8833 

Amerstorfer, C. M., & Freiin von Münster-Kistner, C. (2021). Student Perceptions of 

Academic Engagement and Student-Teacher Relationships in Problem-Based 

Learning. Frontiers in Psychology, 12. 

https://doi.org/10.3389/fpsyg.2021.713057 

Amoozadeh, M., Daniels, D., Nam, D., Kumar, A., Chen, S., Hilton, M., Srinivasa 

Ragavan, S., & Alipour, M. A. (2024). Trust in Generative AI among Students: 

An exploratory study. Proceedings of the 55th ACM Technical Symposium on 

Computer Science Education V. 1, 67–73. 

https://doi.org/10.1145/3626252.3630842 

Amzil, I., Aammou, S., & Zakaria, T. (2023). ENHANCE STUDENTS’LEARNING 

BY PROVIDING PERSONALIZED STUDY PATHWAYS. Conhecimento & 

Diversidade, 15(39), 83-93. 

Argyle, M., & Dean, J. (1965). Eye-Contact, Distance and Affiliation. Sociometry, 

28(3), 289–304. https://doi.org/10.2307/2786027 

Ashok, V., Borodin, Y., Stoyanchev, S., Puzis, Y., & Ramakrishnan, I. V. (2014). 

Wizard-of-Oz evaluation of speech-driven web browsing interface for people 



with vision impairments. Proceedings of the 11th Web for All Conference, 1–9. 

https://doi.org/10.1145/2596695.2596699 

Ayasrah, S., Hanandeh, A., Ghazal, H., & Aleid, W. (2024). Utilizing PROKET 

Technology Program: An Evaluation of Assistive Tools in Enhancing 

Developmental Skills for Students with Specific Learning Disorders. 

International Journal of Information and Education Technology, 14, 988–995. 

Aydin, B., & Demirer, V. (2022). Are flipped classrooms less stressful and more 

successful? An experimental study on college students. International Journal of 

Educational Technology in Higher Education, 19(1), 55. 

https://doi.org/10.1186/s41239-022-00360-8 

aza, muha, zura, & Ahmad, N. A. (2018). Review of Chatbots Design Techniques. 

International Journal of Computer Applications, 181, 7–10. 

Azaria, A., Azoulay, R., & Reches, S. (2024). ChatGPT is a Remarkable Tool—For 

Experts. Data Intelligence, 6(1), 240–296. https://doi.org/10.1162/dint_a_00235 

Azenkot, S., & Lee, N. B. (2013). Exploring the use of speech input by blind people on 

mobile devices. Proceedings of the 15th International ACM SIGACCESS 

Conference on Computers and Accessibility, 1–8. 

https://doi.org/10.1145/2513383.2513440 

Baidoo-anu, D., & Ansah, L. O. (2023). Education in the Era of Generative Artificial 

Intelligence (AI): Understanding the Potential Benefits of ChatGPT in 

Promoting Teaching and Learning. Journal of AI, 7(1), Article 1. 

https://doi.org/10.61969/jai.1337500 



Bašić, Ž., Banovac, A., Kružić, I., & Jerković, I. (2023). ChatGPT-3.5 as writing 

assistance in students’ essays. Humanities and Social Sciences Communications, 

10(1), 1–5. https://doi.org/10.1057/s41599-023-02269-7 

Beach, S., Schulz, R., Downs, J., Matthews, J., Barron, B., & Seelman, K. (2009). 

Disability, Age, and Informational Privacy Attitudes in Quality of Life 

Technology Applications: Results from a National Web Survey. ACM 

Transactions on Accessible Computing, 2(1), 1–21. 

https://doi.org/10.1145/1525840.1525846 

Belda-Medina, J., & Kokošková, V. (2023). Integrating chatbots in education: Insights 

from the Chatbot-Human Interaction Satisfaction Model (CHISM). International 

Journal of Educational Technology in Higher Education, 20(1), 62. 

https://doi.org/10.1186/s41239-023-00432-3 

Bergin, R. (2016). Media richness theory. Center for Homeland Defense and Security. 

 

Berninger, V. W., & Amtmann, D. (2003). Preventing written expression disabilities 

through early and continuing assessment and intervention for handwriting and/or 

spelling problems: Research into practice. In Handbook of learning disabilities 

(pp. 345–363). The Guilford Press. 

Bhagat, K. K., Wu, L. Y., & Chang, C.-Y. (2016). Development and Validation of the 

Perception of Students Towards Online Learning (POSTOL). Journal of 

Educational Technology & Society, 19(1), 350–359. 

Bishop, A. G., & League, M. B. (2006). Identifying a Multivariate Screening Model to 

Predict Reading Difficulties at the Onset of Kindergarten: A Longitudinal 



Analysis. Learning Disability Quarterly, 29(4), 235–252. 

https://doi.org/10.2307/30035552 

Bishop, D. V. M., & Adams, C. (1990). A Prospective Study of the Relationship 

between Specific Language Impairment, Phonological Disorders and Reading 

Retardation. Journal of Child Psychology and Psychiatry, 31(7), 1027–1050. 

https://doi.org/10.1111/j.1469-7610.1990.tb00844.x 

BLOOM, B. S. (1984). The 2 Sigma Problem: The Search for Methods of Group 

Instruction as Effective as One-to-One Tutoring. Educational Researcher, 13(6), 

4-16. 

Bojuwoye, O., Moletsane, M., Stofile, S., Moolla, N., & Sylvester, F. (2014). Learners' 

experiences of learning support in selected Western Cape schools. South African 

Journal of Education, 34(1), 1-15. 

Bone, E. K., & Bouck, E. C. (2017). Accessible text-to-speech options for students who 

struggle with reading. Preventing School Failure: Alternative Education for Children 

and Youth, 61(1), 48–55. https://doi.org/10.1080/1045988X.2016.1188366 

 
Bouck, E. C., Flanagan, S., Miller, B., & Bassette, L. (2012). Technology in Action. 

Journal of Special Education Technology, 27(4), 47–57. 

https://doi.org/10.1177/016264341202700404 

Bowlby, G. (2005). Provincial drop-out rates - trends and consequences. Education 

Matters: Insights on Education, Learning and Training in Canada, 2.  

Brachten, F., Brünker, F., Frick, N. R. J., Ross, B., & Stieglitz, S. (2020). On the ability 

of virtual agents to decrease cognitive load: An experimental study. Information 



Systems and E-Business Management, 18(2), 187–207. 

https://doi.org/10.1007/s10257-020-00471-7 

Brady, M. K., Knight, G. A., Cronin, J. J., Tomas, G., Hult, M., & Keillor, B. D. (2005). 

Removing the contextual lens: A multinational, multi-setting comparison of 

service evaluation models. Journal of Retailing, 81(3), 215–230. 

https://doi.org/10.1016/j.jretai.2005.07.005 

Braumann, E., Preveden, O., Saleem, S., Xu, Y., & Koeszegi, S. T. (2010). The effect of 

emoticons in synchronous and asynchronous e-negotiations. In Proceedings of the 11th 

Group Decision & Negotiation Conference (GDN 2010) (pp. 113-115). 

Brush, A. J. B., Lee, B., Mahajan, R., Agarwal, S., Saroiu, S., & Dixon, C. (2011). 

Home automation in the wild: Challenges and opportunities. Proceedings of the 

SIGCHI Conference on Human Factors in Computing Systems, 2115–2124. 

https://doi.org/10.1145/1978942.1979249 

Burgstahler, S. (n.d.). DO-IT: Helping Students With Disabilities Transition to College 

and Careers. 

Cain, K., Oakhill, J. V., & Elbro, C. (2003). The ability to learn new word meanings 

from context by school-age children with and without language comprehension 

difficulties. Journal of Child Language, 30(3), 681–694. 

https://doi.org/10.1017/S0305000903005713 

Callejas, Z., & López-Cózar, R. (2009). Designing smart home interfaces for the elderly. 

ACM SIGACCESS Accessibility and Computing, 95, 10–16. 

https://doi.org/10.1145/1651259.1651261 



Cardon, P. L., & Christensen, K. W. (1998). Technology-Based Programs and Drop-Out 

Prevention. The Journal of Technology Studies, 24(1), 50–54. 

Carey, J. (1980). Paralanguage in Computer Mediated Communication. 18th Annual 

Meeting of the Association for Computational Linguistics, 67–69. 

https://doi.org/10.3115/981436.981458 

Carnevale, D. Study Assesses What Participants Look for in High-Quality Online 

Courses. Chronicle of Higher Education 47(9): A46, 2000  

Catts, H., Fey, M., Tomblin, J., & Zhang, X. (2002). A Longitudinal Investigation of 

Reading Outcomes in Children With Language Impairments. Journal of Speech, 

Language, and Hearing : JSLHR, 45, 1142–1157. https://doi.org/10.1044/1092-

4388(2002/093) 

Caverly, D. C. (n.d.). Assistive Technology for Writing. 

Çetiner, R., Ozguven, K., & Parlak, Z. (2012, June 1). A STUDY ON TRENDS FOR 

STUNEDT RESEARCH PREFERENCES. 

https://www.semanticscholar.org/paper/A-STUDY-ON-TRENDS-FOR-

STUNEDT-RESEARCH-PREFERENCES-%C3%87etiner-

Ozguven/29068e6148c5062b15698153e3c33a16200d8c71 

Champness, B. G. (1973). Attitudes toward person-person communications 

media. Human Factors, 15(5), 437-447. 

Chan, C. K. Y., & Hu, W. (2023). Students’ voices on generative AI: Perceptions, 

benefits, and challenges in higher education. International Journal of 



Educational Technology in Higher Education, 20(1), 43. 

https://doi.org/10.1186/s41239-023-00411-8 

Chan, C. K. Y., & Tsi, L. H. Y. (2023). The AI Revolution in Education: Will AI 

Replace or Assist Teachers in Higher Education? (arXiv:2305.01185). arXiv. 

https://doi.org/10.48550/arXiv.2305.01185 

Chan, C. K. Y., & Tsi, L. H. Y. (2024). Will generative AI replace teachers in higher 

education? A study of teacher and student perceptions. Studies in Educational 

Evaluation, 83, 101395. https://doi.org/10.1016/j.stueduc.2024.101395 

Chen, L., Chen, P., & Lin, Z. (2020). Artificial Intelligence in Education: A Review. 

IEEE Access, 8, 75264–75278. IEEE Access. 

https://doi.org/10.1109/ACCESS.2020.2988510 

Chiu, W., Cho, H., & Chi, C. G. (2021). Consumers’ continuance intention to use fitness 

and health apps: An integration of the expectation–confirmation model and 

investment model. Information Technology & People, 34(3), 978–998. 

https://doi.org/10.1108/ITP-09-2019-0463 

Chung, H., Iorga, M., Voas, J., & Lee, S. (2017). Alexa, can I trust 

you?. Computer, 50(9), 100-104. 

 

Cooper, G. (2023). Examining science education in ChatGPT: An exploratory study of 

generative artificial intelligence. Journal of Science Education and Technology, 32(3), 

444-452 

 



Cooper, K. S. (2014). Eliciting Engagement in the High School Classroom: A Mixed-

Methods Examination of Teaching Practices. American Educational Research 

Journal, 51(2), 363–402. https://doi.org/10.3102/0002831213507973 

Corno, L. Y. N. (2008). On teaching adaptively. Educational psychologist, 43(3), 161-
173. 

Corporate University Xchange (2000). Learning in the dot.com world: E-learners speak 

out. New York, NY: Corporate University Xchange  

Cortiella, C., & Horowitz, S. H. (2014). The state of learning disabilities: Facts, trends 

and emerging issues. New York: National center for learning disabilities, 25(3), 2-45. 

Cotton, D. R. E., Cotton, P. A., & Shipway, J. R. (2024). Chatting and cheating: 

Ensuring academic integrity in the era of ChatGPT. Innovations in Education 

and Teaching International, 61(2), 228–239. 

https://doi.org/10.1080/14703297.2023.2190148 

Cui, A., & Stolfo, S. J. (n.d.). A quantitative analysis of the insecurity of embedded 

network devices: Results of a wide-area scan. 

Daft, R. L., & Lengel, R. H. (1984). Information richness: A new approach to 

managerial behavior and organizational design. Research in Organizational 

Behavior, 6, 191–233. 

Daft, R. L., & Lengel, R. H. (1986). Organizational Information Requirements, Media 

Richness and Structural Design. Management Science, 32(5), 554–571. 

Dahalan, N., Hassan, H., & Atan, H. (2012). Student engagement in online learning: 

Learners attitude toward e-mentoring. Procedia-Social and Behavioral Sciences, 67, 

464-475. 



Dai, W., Lin, J., Jin, H., Li, T., Tsai, Y.-S., Gašević, D., & Chen, G. (2023). Can Large 

Language Models Provide Feedback to Students? A Case Study on ChatGPT. 

2023 IEEE International Conference on Advanced Learning Technologies 

(ICALT), 323–325. https://doi.org/10.1109/ICALT58122.2023.00100 

DeFeo, D. J., Tran, T. C., & Gerken, S. (2021). Mediating students’ fixation with grades 

in an inquiry-based undergraduate biology course. Science & Education, 30(1), 81-102. 

 

de Melo, C. M., Kim, K., Norouzi, N., Bruder, G., & Welch, G. (2020). Reducing 

Cognitive Load and Improving Warfighter Problem Solving With Intelligent 

Virtual Assistants. Frontiers in Psychology, 11. 

https://doi.org/10.3389/fpsyg.2020.554706 

De Witte, K., Cabus, S., Thyssen, G., Groot, W., & van den Brink, H. M. (2013). A 

critical review of the literature on school dropout. Educational Research Review, 

10, 13–28. https://doi.org/10.1016/j.edurev.2013.05.002 

Denning, T., Kohno, T., & Levy, H. M. (2013). Computer security and the modern 

home. Communications of the ACM, 56(1), 94–103. 

https://doi.org/10.1145/2398356.2398377 

Devkota, A., Gupta, S., Shrestha, R., & Sandnes, F. E. (2024). Students’ Perceptions of 

Study Efficacy, Effectiveness, and Efficiency: Effects of Voice Assistant Use. In 

Y.-P. Cheng, M. Pedaste, E. Bardone, & Y.-M. Huang (Eds.), Innovative 

Technologies and Learning (pp. 145–153). Springer Nature Switzerland. 

https://doi.org/10.1007/978-3-031-65884-6_15 



Dixson, M. D., Greenwell, M. R., Rogers-Stacy, C., Weister, T., & Lauer, S. (2017). 

Nonverbal immediacy behaviors and online student engagement: Bringing past 

instructional research into the present virtual classroom. Communication 

Education, 66(1), 37–53. https://doi.org/10.1080/03634523.2016.1209222 

Dospinescu, O., & Dospinescu, N. (2020). PERCEPTION OVER E-LEARNING TOOLS 

IN HIGHER EDUCATION: COMPARATIVE STUDY ROMANIA AND 

MOLDOVA. 59–64. https://doi.org/10.24818/ie2020.02.01 

Dostert, M. (2011). Does domain knowledge influence search stopping behavior? 

Proceedings of the American Society for Information Science and Technology, 

48(1), 1–2. https://doi.org/10.1002/meet.2011.14504801219 

Dwivedi, Y. K., Hughes, L., Ismagilova, E., Aarts, G., Coombs, C., Crick, T., Duan, Y., 

Dwivedi, R., Edwards, J., Eirug, A., Galanos, V., Ilavarasan, P. V., Janssen, M., 

Jones, P., Kar, A. K., Kizgin, H., Kronemann, B., Lal, B., Lucini, B., … 

Williams, M. D. (2021). Artificial Intelligence (AI): Multidisciplinary 

perspectives on emerging challenges, opportunities, and agenda for research, 

practice and policy. International Journal of Information Management, 57, 

101994. https://doi.org/10.1016/j.ijinfomgt.2019.08.002 

Dzhorobaeva, M. A., Mamadalieva, K. A., & Kaliev, A. S. (2025). ETHICAL 

ASPECTS OF THE USE OF AI IN EDUCATION: ISSUES OF CONFIDENTIALITY, 

FAIRNESS AND TRANSPARENCY. 

Easwara Moorthy, A., & Vu, K.-P. L. (2015). Privacy Concerns for Use of Voice 

Activated Personal Assistant in the Public Space. International Journal of 



Human-Computer Interaction, 31(4), 307–335. 

https://doi.org/10.1080/10447318.2014.986642 

Edyburn, D. L. (2005). Assistive technology and students with mild disabilities: From 

consideration to outcome measurement. Handbook of special education technology 

research and practice, 239-270. 

Edyburn, D. L. (2020). Rapid literature review on assistive technology in 

education. Knowledge by Design, Inc. 

 

Elkind, J., Black, M. S., & Murray, C. (1996). Computer-Based Compensation of Adult 

Reading Disabilities. Annals of Dyslexia, 46, 159–186. 

Ellis, R. (2009). 1. Implicit and Explicit Learning, Knowledge and Instruction. In 

Implicit and Explicit Knowledge in Second Language Learning, Testing and 

Teaching (pp. 3–26). Multilingual Matters. 

https://doi.org/10.21832/9781847691767-003 

Farazouli, A., Cerratto-Pargman, T., Bolander-Laksov, K., & McGrath, C. (2024). Hello 

GPT! Goodbye home examination? An exploratory study of AI chatbots impact 

on university teachers’ assessment practices. Assessment & Evaluation in Higher 

Education, 49(3), 363–375. https://doi.org/10.1080/02602938.2023.2241676 

Felder, R. M., & Brent, R. (2005). Understanding Student Differences. Journal of 

Engineering Education, 94(1), 57–72. https://doi.org/10.1002/j.2168-

9830.2005.tb00829.x 



Feuerriegel, S., Hartmann, J., Janiesch, C., & Zschech, P. (2024). Generative AI. 

Business & Information Systems Engineering, 66(1), 111–126. 

https://doi.org/10.1007/s12599-023-00834-7 

Fidalgo, P., Thormann, J., Kulyk, O., & Lencastre, J. A. (2020). Students’ perceptions 

on distance education: A multinational study. International Journal of 

Educational Technology in Higher Education, 17(1), 18. 

https://doi.org/10.1186/s41239-020-00194-2 

Fijačko, N., Gosak, L., Štiglic, G., Picard, C. T., & John Douma, M. (2023). Can 

ChatGPT pass the life support exams without entering the American heart 

association course? Resuscitation, 185, 109732. 

https://doi.org/10.1016/j.resuscitation.2023.109732 

Fila, M. J., & Eatough, E. (2018). Extending knowledge of illegitimate tasks: Student 

satisfaction, anxiety, and emotional exhaustion. Stress and Health, 34(1), 152–

162. https://doi.org/10.1002/smi.2768 

Fletcher, J. M. (2012). Classification and identification of learning disabilities. Learning 

about learning disabilities, 4, 1-26. 

 

Fletcher, J. M., Francis, D. J., Boudousquie, A., Copeland, K., Young, V., Kalinowski, 

S., & Vaughn, S. (2006). Effects of Accommodations on High-Stakes Testing 

for Students with Reading Disabilities. Exceptional Children, 72(2), 136–150. 

https://doi.org/10.1177/001440290607200201 



Forgrave, K. E. (2002). Assistive Technology: Empowering Students with Learning 

Disabilities. The Clearing House: A Journal of Educational Strategies, Issues 

and Ideas, 75(3), 122–126. https://doi.org/10.1080/00098650209599250 

Frieder, S., Pinchetti, L., Chevalier, A., Griffiths, R.-R., Salvatori, T., Lukasiewicz, T., 

Petersen, P., & Berner, J. (n.d.). Mathematical Capabilities of ChatGPT. 

Gardner, T. J. (n.d.). SPEECH RECOGNITION FOR STUDENTS WITH DISABILITIES 

IN WRITING. 

Girsang, M. J., Candiwan, Hendayani, R., & Ganesan, Y. (2020). Can Information 

Security, Privacy and Satisfaction Influence The E-Commerce Consumer Trust? 

2020 8th International Conference on Information and Communication 

Technology (ICoICT), 1–7. https://doi.org/10.1109/ICoICT49345.2020.9166247 

Google. (2017.). How loading time affects your bottom line. Think with Google. 

Retrieved [4 December 2024], from https://www.thinkwithgoogle.com/marketing-

strategies/app-and-mobile/page-load-time-statistics/ 

Gray, J. A., & DiLoreto, M. (2016). The effects of student engagement, student 

satisfaction, and perceived learning in online learning environments. International 

Journal of Educational Leadership Preparation, 11(1), n1. 

Grayson, J. P. (2004). The Relationship Between Grades and Academic Program 

Satisfaction Over Four Years of Study. Canadian Journal of Higher Education, 34(2), 

1–34. 

Greenwald, R., Hedges, L. V., & Laine, R. D. (1996). The effect of school resources on 

student achievement. Review of educational research, 66(3), 361-396. 

https://www.thinkwithgoogle.com/marketing-strategies/app-and-mobile/page-load-time-statistics/
https://www.thinkwithgoogle.com/marketing-strategies/app-and-mobile/page-load-time-statistics/


Grunér, S., Östberg, P., & Hedenius, M. (2018). The Compensatory Effect of Text-to-

Speech Technology on Reading Comprehension and Reading Rate in Swedish 

Schoolchildren With Reading Disability: The Moderating Effect of Inattention 

and Hyperactivity Symptoms Differs by Grade Groups. Journal of Special 

Education Technology, 33(2), 98–110. 

https://doi.org/10.1177/0162643417742898 

Ha, T. N. (2024). Suggestions on Artificial Intelligence-Assisted Tools for Teaching and 

Learning English Writing Skills. 651–664. https://doi.org/10.22492/issn.2189-

101X.2024.51 

Hajhashemi, K., Anderson, N., Jackson, C., & Caltabiano, N. (2017). Online learning: 

increasing learning opportunities. IJAEDU-International E-Journal of Advances 

in Education, 3, 184-189. 

Han, J.-H., & Sa, H. J. (2022). Acceptance of and satisfaction with online educational 

classes through the technology acceptance model (TAM): The COVID-19 

situation in Korea. Asia Pacific Education Review, 23(3), 403–415. 

https://doi.org/10.1007/s12564-021-09716-7 

Harada, S., Wobbrock, J. O., Malkin, J., Bilmes, J. A., & Landay, J. A. (2009). 

Longitudinal study of people learning to use continuous voice-based cursor 

control. Proceedings of the SIGCHI Conference on Human Factors in 

Computing Systems, 347–356. https://doi.org/10.1145/1518701.1518757 

Harris, R. B., & Paradice, D. (2007). An investigation of the computer-mediated 

communication of emotions. Journal of Applied Sciences Research, 3(12), 2081-2090. 



Hecker, L., Burns, L., Katz, L., Elkind, J., & Elkind, K. (2002). Benefits of assistive 

reading software for students with attention disorders. Annals of Dyslexia, 52, 243–272. 

Hebert, M., Kearns, D. M., Hayes, J. B., Bazis, P., & Cooper, S. (2018). Why Children 

With Dyslexia Struggle With Writing and How to Help Them. Language, 

Speech, and Hearing Services in Schools, 49(4), 843–863. 

https://doi.org/10.1044/2018_LSHSS-DYSLC-18-0024 

Heiman, T., & Precel, K. (2003). Students with Learning Disabilities in Higher 

Education: Academic Strategies Profile. Journal of Learning Disabilities, 36(3), 

248–258. https://doi.org/10.1177/002221940303600304 

Hellesnes, S. F., Nerem, T. S., Inal, Y., & Monllaó, C. V. (2024). The Effective Use of 

Generative AI for Personalized Learning. In K. Miesenberger, P. Peňáz, & M. 

Kobayashi (Eds.), Computers Helping People with Special Needs (pp. 385–392). 

Springer Nature Switzerland. https://doi.org/10.1007/978-3-031-62846-7_46 

Hiltz, S. R. (2019). Impacts of college-level courses via Asynchronous Learning 

Networks: Some Preliminary Results. Online Learning, 1(2). 

https://doi.org/10.24059/olj.v1i2.1934 

Hislop, G. W. (2009). The Inevitability of Teaching Online. Computer, 42(12), 94–96. 

Computer. https://doi.org/10.1109/MC.2009.411 

Hosseindoost, S., Hussain Khan, Z., & Majedi, H. (2022). A Shift from Traditional 

Learning to E-Learning: Advantages and Disadvantages. Archives of 

Neuroscience, 9(2). https://doi.org/10.5812/ans-128031 



Hoy, M. B. (2018). Alexa, Siri, Cortana, and More: An Introduction to Voice Assistants. 

Medical Reference Services Quarterly, 37(1), 81–88. 

https://doi.org/10.1080/02763869.2018.1404391 

Hulme, C., & Snowling, M. J. (2011). Children's reading comprehension difficulties: 

Nature, causes, and treatments. Current Directions in Psychological Science, 20(3), 139-

142. 

Ice, P., Curtis, R., Phillips, P., & Wells, J. (2007). Using asynchronous audio feedback 

to enhance teaching presence and students' sense of community. Journal of 

Asynchronous Learning Networks, 11(2), 3-25. 

Ifinedo, P. (2018). Determinants of students’ continuance intention to use blogs to learn: 

An empirical investigation. Behaviour & Information Technology, 37, 1–12. 

https://doi.org/10.1080/0144929X.2018.1436594 

Imlawi, J. (2021). Students’ engagement in E-learning applications: The impact of 

sound’s elements. Education and Information Technologies, 26(5), 6227–6239. 

https://doi.org/10.1007/s10639-021-10605-0 

Izzo, M. V., Yurick, A., & McArrell, B. (2009). Supported eText: Effects of Text-to-

Speech on access and Achievement for High School Students with Disabilities. 

Journal of Special Education Technology, 24(3), 9–20. 

https://doi.org/10.1177/016264340902400302 

Jeon, J., & Lee, S. (2024). Can learners benefit from chatbots instead of humans? A 

systematic review of human-chatbot comparison research in language education. 

Education and Information Technologies. https://doi.org/10.1007/s10639-024-

12725-9 



Johnson, D. W., & Johnson, R. T. (2020). Active learning in the classroom. Educational 

Researcher, 49(8), 609-622. 

Johnson, M., Schuster, M., Le, Q., Krikun, M., Wu, Y., Chen, Z., ... & Chen, Y. 

(2016).Google's neural machine translation system: Bridging the gap between human 

and machine translation. arXiv pre.  

Johnson, R. D., & Keil, M. (1999). Media richness theory: Testing e-mail vs. v-mail for 

conveying student feedback. Journal of Informatics Education, 4(2), 15–24. 

Kasneci, E., Sessler, K., Küchemann, S., Bannert, M., Dementieva, D., Fischer, F., 

Gasser, U., Groh, G., Günnemann, S., Hüllermeier, E., Krusche, S., Kutyniok, 

G., Michaeli, T., Nerdel, C., Pfeffer, J., Poquet, O., Sailer, M., Schmidt, A., 

Seidel, T., … Kasneci, G. (2023). ChatGPT for good? On opportunities and 

challenges of large language models for education. Learning and Individual 

Differences, 103, 102274. https://doi.org/10.1016/j.lindif.2023.102274 

Keegan, D. (1996). Definition of Distance Education. In Foundations of Distance 

Education (3rd ed.). Routledge. 

Kennedy, M. J., Deshler, D. D., & Lloyd, J. W. (2015). Effects of Multimedia 

Vocabulary Instruction on Adolescents With Learning Disabilities. Journal of 

Learning Disabilities, 48(1), 22–38. https://doi.org/10.1177/0022219413487406 

Khalil, M., & Er, E. (2023). Will ChatGPT get you caught? Rethinking of Plagiarism 

Detection (arXiv:2302.04335). arXiv. 

https://doi.org/10.48550/arXiv.2302.04335 



Khan, E. A., Cram, A., Wang, X., Tran, K., Cavaleri, M., & Rahman, M. J. (2023). 

Modelling the impact of online learning quality on students’ satisfaction, trust 

and loyalty. International Journal of Educational Management, 37(2), 281–299. 

https://doi.org/10.1108/IJEM-02-2022-0066 

Khan, I., & Paliwal, N. (2023). ChatGPT and Digital Inequality: A Rising Concern. 

Scholars Journal of Applied Medical Sciences, 11, 1646–1647. 

https://doi.org/10.36347/sjams.2023.v11i09.010 

Kraft, S. (2023). Revisions in written composition: Introducing speech-to-text to 

children with reading and writing difficulties. Frontiers in Education, 8. 

https://doi.org/10.3389/feduc.2023.1133930 

Krügel, S., Ostermaier, A., & Uhl, M. (2022). Zombies in the Loop? Humans Trust 

Untrustworthy AI-Advisors for Ethical Decisions. Philosophy & Technology, 

35(1), 17. https://doi.org/10.1007/s13347-022-00511-9 

Kruger, J., & Dunning, D. (1999). Unskilled and unaware of it: how difficulties in 

recognizing one's own incompetence lead to inflated self-assessments. Journal of 

personality and social psychology, 77(6), 1121. 

Kumar, M. A., & Nithiya, S. (2022). Effect of Visual Sequencing Activities to Improve 

Academic Performance in Children with Learning Disability: A Quasi 

Experimental Study. Indian Journal of Occupational Therapy (Wolters Kluwer 

India Pvt Ltd), 54(2), 77–78. 

Kuo, Y.-C., Walker, A. E., Schroder, K. E. E., & Belland, B. R. (2014). Interaction, 

Internet self-efficacy, and self-regulated learning as predictors of student 



satisfaction in online education courses. The Internet and Higher Education, 20, 

35–50. https://doi.org/10.1016/j.iheduc.2013.10.001 

LaBerge, D., & Samuels, S. J. (1974). Toward a theory of automatic information 

processing in reading. Cognitive Psychology, 6(2), 293–323. 

https://doi.org/10.1016/0010-0285(74)90015-2 

Latchman, H. A., & Latchman, S. M. (2000). Bringing the Classroom to Students 

Everywhere. Journal of Engineering Education, 89(4), 429–433. 

https://doi.org/10.1002/j.2168-9830.2000.tb00548.x 

Lee, S. (2007). The relations between the student–teacher trust relationship and school 

success in the case of Korean middle schools. Educational Studies, 33(2), 209–

216. https://doi.org/10.1080/03055690601068477 

Lepper, M. R., Aspinwall, L. G., Mumme, D. L., & Chabay, R. W. (1990). Self-

Perception and Social-Perception Processes in Tutoring: Subtle Social Control 

Strategies of Expert Tutors. In Self-Inference Processes. Psychology Press. 

Lepper, M. R., Woolverton, M., Mumme, D. L., & Gurtner, J.-L. (1993). Motivational 

Techniques of Expert Human Tutors: Lessons for the Design of Computer– 

Based Tutors. In Computers As Cognitive Tools. Routledge. 

Li, X., Bergin, C., & Olsen, A. A. (2022). Positive teacher-student relationships may 

lead to better teaching. Learning and Instruction, 80, 101581. 

https://doi.org/10.1016/j.learninstruc.2022.101581 

Limna, P., & Siripipattanakul, S. (n.d.). A Conceptual Review on the Mediating Role of 

Student Satisfaction Between Twenty-First Century Learning Style and Student 

Performance-Effectiveness. 



Lo, C. K. (2023). What Is the Impact of ChatGPT on Education? A Rapid Review of the 

Literature. Education Sciences, 13(4), Article 4. 

https://doi.org/10.3390/educsci13040410 

Locke, E. A. (1965). The relationship of task success to task liking and satisfaction. 

Journal of Applied Psychology, 49(5), 379–385. 

https://doi.org/10.1037/h0022520 

López, G., Quesada, L., & Guerrero, L. A. (2018). Alexa vs. Siri vs. Cortana vs. Google 

Assistant: A Comparison of Speech-Based Natural User Interfaces. In I. L. 

Nunes (Ed.), Advances in Human Factors and Systems Interaction (pp. 241–

250). Springer International Publishing. https://doi.org/10.1007/978-3-319-

60366-7_23 

Lopez, K. R. G., Sanchez, J. G. L., Cataraja, V., & Baluyos, G. (2024). Students’ Online 

Learning Satisfaction in Relation to their Academic Performance in 

Mathematics. ARRUS Journal of Social Sciences and Humanities, 4(1), 85–95. 

https://doi.org/10.35877/soshum2436 

Luo, Q. Z., & Hsiao-Chin, L. Y. (2023). The Influence of AI-Powered Adaptive 

Learning Platforms on Student Performance in Chinese Classrooms. Journal of 

Education, 6(3), Article 3. https://doi.org/10.53819/81018102t4181 

Lowenthal, P. R., & Dunlap, J. C. (2018). Investigating students’ perceptions of 

instructional strategies to establish social presence. Distance Education, 39(3), 281-298. 

Malik, G., Tayal, D. K., & Vij, S. (2019). An Analysis of the Role of Artificial 

Intelligence in Education and Teaching. In P. K. Sa, S. Bakshi, I. K. 

Hatzilygeroudis, & M. N. Sahoo (Eds.), Recent Findings in Intelligent 



Computing Techniques (pp. 407–417). Springer. https://doi.org/10.1007/978-

981-10-8639-7_42 

Manaris, B., Macgyvers, V., & Lagoudakis, M. (2002). A Listening Keyboard for Users 

with Motor Impairments—A Usability Study. International Journal of Speech 

Technology, 5(4), 371–388. https://doi.org/10.1023/A:1020917210165 

Mandal, P., Pal, A., & Gupta, S. (2015). A Review on Speech Recognition. 

https://www.semanticscholar.org/paper/A-Review-on-Speech-Recognition-

Mandal-Pal/cb5b5347ce87e5aa3132b630868099e4174896b3 

Manea, A. D. (2020). Educational Communication under the Influence of Digital 

Changes. Educatia 21, 18, 146–150. 

Maqableh, M., Hmoud, H. Y., Jaradat, M., & Masa’deh, R. (2021). Integrating an 

information systems success model with perceived privacy, perceived security, 

and trust: The moderating role of Facebook addiction. Heliyon, 7(9), e07899. 

https://doi.org/10.1016/j.heliyon.2021.e07899 

Martin, M., & Nasib, N. (2021). The Effort to Increase Loyalty through Brand Image, 

Brand Trust, and Satisfaction as Intervening Variables. Society, 9(1), Article 1. 

https://doi.org/10.33019/society.v9i1.303 

Mbakwe, A. B., Lourentzou, I., Celi, L. A., Mechanic, O. J., & Dagan, A. (2023). 

ChatGPT passing USMLE shines a spotlight on the flaws of medical education. 

PLOS Digital Health, 2(2), e0000205. 

https://doi.org/10.1371/journal.pdig.0000205 

Means, B., Toyama, Y., Murphy, R., Bakia, M., & Jones, K. (2009). Evaluation of 

Evidence-Based Practices in Online Learning: A Meta-Analysis and Review of 



Online Learning Studies [Monograph]. Centre for Learning Technology. 

https://repository.alt.ac.uk/629/ 

Megahed, F. M., Chen, Y.-J., Ferris, J. A., Knoth, S., & Jones-Farmer, L. A. (2024). 

How generative AI models such as ChatGPT can be (mis)used in SPC practice, 

education, and research? An exploratory study. Quality Engineering, 36(2), 287–

315. https://doi.org/10.1080/08982112.2023.2206479 

Meister, J. (2002). Pillars of e-learning success. Corporate University Exchange. 

 

Meyer, N. K., & Bouck, E. C. (2014). The Impact of Text-to-Speech on Expository 

Reading for Adolescents with LD. Journal of Special Education Technology, 

29(1), 21–33. https://doi.org/10.1177/016264341402900102 

Michel-Villarreal, R., Vilalta-Perdomo, E., Salinas-Navarro, D. E., Thierry-Aguilera, R., 

& Gerardou, F. S. (2023). Challenges and Opportunities of Generative AI for 

Higher Education as Explained by ChatGPT. Education Sciences, 13(9), Article 

9. https://doi.org/10.3390/educsci13090856 

Miranda, S. M., & Saunders, C. S. (2003). The Social Construction of Meaning: An 

Alternative Perspective on Information Sharing. Information Systems Research, 

14(1), 87–106. https://doi.org/10.1287/isre.14.1.87.14765 

Mogali, S. R. (2024). Initial impressions of ChatGPT for anatomy education. 

Anatomical Sciences Education, 17(2), 444–447. 

https://doi.org/10.1002/ase.2261 

Moisan, S. (2024, March 25). Tuteur virtuel: Alloprof mise sur l’intelligence artificielle 

pour aider les élèves du Québec. Journal de 



Montréal. https://www.journaldemontreal.com/2024/03/25/tuteur-virtuel-alloprof-mise-

sur-lintelligence-artificielle-pour-aider-les-eleves-du-quebec 

 

Morreale, S. P., & Pearson, J. C. (2008). Why communication education is important: 

The centrality of the discipline in the 21st century. Communication Education, 57(2), 

224-240. 

 

Moorman, A., Boon, R. T., Keller-Bell, Y., Stagliano, C., & Jeffs, T. (2010). Effects of 

Text-to-Speech Software on the Reading Rate and Comprehension Skills of High 

School Students with Specific Learning Disabilities. Learning Disabilities: A 

Multidisciplinary Journal, 16(1), 41–49. 

Naftali, M., & Findlater, L. (2014). Accessibility in context: Understanding the truly 

mobile experience of smartphone users with motor impairments. Proceedings of 

the 16th International ACM SIGACCESS Conference on Computers & 

Accessibility - ASSETS ’14, 209–216. https://doi.org/10.1145/2661334.2661372 

Nazari, M., & Saadi, G. (2024). Developing effective prompts to improve 

communication with ChatGPT: A formula for higher education stakeholders. 

Discover Education, 3(1), 45. https://doi.org/10.1007/s44217-024-00122-w 

Ngoyi, L., Mpanga, S., Ngoyi, A., Sudhir, V. V., Murthy, A. S. N., Rani, D. E., & 

Vikram, P. (2014). The relationship between student engagement and social 

presence in online learning. International Journal, 3(4), 242-247. 

 
Nguyen, T. D., Lam, C. B., & Bruno, P. (2022). Is There a National Teacher Shortage? 

A Systematic Examination of Reports of Teacher Shortages in the United States. 

https://www.journaldemontreal.com/2024/03/25/tuteur-virtuel-alloprof-mise-sur-lintelligence-artificielle-pour-aider-les-eleves-du-quebec
https://www.journaldemontreal.com/2024/03/25/tuteur-virtuel-alloprof-mise-sur-lintelligence-artificielle-pour-aider-les-eleves-du-quebec


EdWorkingPaper No. 22-631. Annenberg Institute for School Reform at Brown 

University. https://eric.ed.gov/?id=ED629162 

Nikolopoulou, K. (2024). Generative Artificial Intelligence in Higher Education: 

Exploring Ways of Harnessing Pedagogical Practices with the Assistance of 

ChatGPT. International Journal of Changes in Education, 1(2), Article 2. 

https://doi.org/10.47852/bonviewIJCE42022489 

Nordström, T., Nilsson, S., Gustafson, S., & Svensson, I. (2019). Assistive technology 

applications for students with reading difficulties: Special education teachers’ 

experiences and perceptions. Disability and Rehabilitation: Assistive 

Technology, 14(8), 798–808. https://doi.org/10.1080/17483107.2018.1499142 

O’Flaherty, J. A., & Laws, T. A. (2014). Nursing student’s evaluation of a virtual 

classroom experience in support of their learning Bioscience. Nurse Education in 

Practice, 14(6), 654–659. https://doi.org/10.1016/j.nepr.2014.07.004 

Ogonowski, A., Montandon, A., Botha, E., & Reyneke, M. (2014). Should new online 

stores invest in social presence elements? The effect of social presence on initial 

trust formation. Journal of Retailing and Consumer Services, 21(4), 482–491. 

https://doi.org/10.1016/j.jretconser.2014.03.004 

Oliver, R. L., & Bearden, W. O. (1985). Crossover effects in the theory of reasoned 

action: A moderating influence attempt. Journal of consumer research, 12(3), 324-340. 

 

OpenAI. (n.d.). OpenAI: Artificial intelligence research and deployment. 

OpenAI. https://www.openai.com 

https://www.openai.com/


Otondo, R. F., Van Scotter, J. R., Allen, D. G., & Palvia, P. (2008). The complexity of 

richness: Media, message, and communication outcomes. Information & 

Management, 45(1), 21–30. https://doi.org/10.1016/j.im.2007.09.003 

Pacnik, G., Benkic, K., & Brecko, B. (2005). Voice operated intelligent wheelchair—

VOIC. Proceedings of the IEEE International Symposium on Industrial Electronics, 

2005. ISIE 2005., 3, 1221–1226 vol. 3. https://doi.org/10.1109/ISIE.2005.1529099 

 

Padhi, S., Kiran, K., Thakur, A., Dhillon, A., & Kumar Depuru, B. (2024). Artificial 

Intelligence Powered Voice to Text and Text to Speech Recognition Model – A 

Powerful Tool for Student Comprehension of Tutor Speech. International 

Journal of Innovative Science and Research Technology (IJISRT), 2559–2563. 

https://doi.org/10.38124/ijisrt/IJISRT24MAR1984 

Panda, S., & Kaur, N. (2023). Exploring the viability of ChatGPT as an alternative to 

traditional chatbot systems in library and information centers. Library Hi Tech 

News, 40(3), 22–25. https://doi.org/10.1108/LHTN-02-2023-0032 

 

Pandya, Vishal and Monani, Dimpal and Aahuja, Divya and Chotai, Urjita, Traditional 

vs. Modern Education: A Comparative Analysis (June 24, 2024). IJRAR June 2024, 

Volume 11, Issue 2, Available at 

SSRN: https://ssrn.com/abstract=4876084 or http://dx.doi.org/10.2139/ssrn.4876084 

 

https://ssrn.com/abstract=4876084
https://dx.doi.org/10.2139/ssrn.4876084


Patrick, H., Ryan, A. M., & Kaplan, A. (2007). Early adolescents' perceptions of the 

classroom social environment, motivational beliefs, and engagement. Journal of 

educational psychology, 99(1), 83. 

 

Patty, J. (2024). ADDRESSING STUDENT WRITING CHALLENGES: A REVIEW OF 

DIFFICULTIES AND EFFECTIVE STRATEGIES. 8, 369–392. 

https://doi.org/10.31537/ej.v8i2.1938 

Pedró, F., Subosa, M., Rivas, A., & Valverde, P. (2019). Artificial intelligence in 

education: Challenges and opportunities for sustainable development. (Working 

papers on education policy, 7). UNESCO.  

 

Pesonen, J. A. (2021). ‘Are You OK?’ Students’ Trust in a Chatbot Providing Support 

Opportunities. In P. Zaphiris & A. Ioannou (Eds.), Learning and Collaboration 

Technologies: Games and Virtual Environments for Learning (pp. 199–215). 

Springer International Publishing. https://doi.org/10.1007/978-3-030-77943-

6_13 

Phipps, R., & Merisotis, J. (1999). What’s the Difference? A Review of Contemporary 

Research on the Effectiveness of Distance Learning in Higher Education. 

Institute for Higher Education Policy, 1320 19th St. 

https://eric.ed.gov/?id=ED429524 

Pianta, R. C., & Hamre, B. K. (2009). Conceptualization, measurement, and 

improvement of classroom processes: Standardized observation can leverage 

capacity. Educational researcher, 38(2), 109-119. 



Popenici, S. (2023). The critique of AI as a foundation for judicious use in higher 

education. Journal of Applied Learning and Teaching, 6(2). 

 

Portet, F., Vacher, M., Golanski, C., Roux, C., & Meillon, B. (2013). Design and 

evaluation of a smart home voice interface for the elderly: Acceptability and 

objection aspects. Personal and Ubiquitous Computing, 17(1), 127–144. 

https://doi.org/10.1007/s00779-011-0470-5 

Portolese, L., & Trumpy, R. (2014). Online Instructor’s Use of Audio Feedback to 

Increase Social Presence and Student Satisfaction. Journal of Educators Online. 

https://digitalcommons.cwu.edu/cepsfac/264 

Rahman, M. M., & Watanobe, Y. (2023). ChatGPT for Education and Research: 

Opportunities, Threats, and Strategies. Applied Sciences, 13(9), Article 9. 

https://doi.org/10.3390/app13095783 

Rane, Nitin, Enhancing the Quality of Teaching and Learning through ChatGPT and 

Similar Large Language Models: Challenges, Future Prospects, and Ethical 

Considerations in Education (September 15, 2023). Available at 

SSRN: https://ssrn.com/abstract=4599104 or http://dx.doi.org/10.2139/ssrn.4599104 

Rani, P. S., Rani, K. R., Daram, S. B., & Angadi, R. V. (2023). Is it feasible to reduce 

academic stress in Net-Zero Energy buildings? Reaction from ChatGPT. Annals of 

Biomedical Engineering, 51(12), 2654-2656. 

 

https://ssrn.com/abstract=4599104
https://dx.doi.org/10.2139/ssrn.4599104


Reyes, M. R., Brackett, M. A., Rivers, S. E., White, M., & Salovey, P. (2012). 

Classroom emotional climate, student engagement, and academic achievement. Journal 

of Educational Psychology, 104(3), 700–712. https://doi.org/10.1037/a0027268 

Rice, M., & Brooks, G. (2004). Developmental dyslexia in adults: a research review. 

 

Richardson, J. C. (2001). Examining Social Presence in Online Courses in Relation to 

Students’ Perceived Learning and Satisfaction [Ph.D., State University of New 

York at Albany]. 

https://www.proquest.com/docview/230915908/abstract/AB842E83D6E84892P

Q/1 

Roorda, D. L., Koomen, H. M. Y., Spilt, J. L., & Oort, F. J. (2011). The Influence of 

Affective Teacher–Student Relationships on Students’ School Engagement and 

Achievement: A Meta-Analytic Approach. Review of Educational Research, 

81(4), 493–529. https://doi.org/10.3102/0034654311421793 

Rubel, C., & Wallace, M. (2010). Instructor Tone in Written Communication: Are We 

Saying What We Want Them to Hear? 1–15. 

https://www.learntechlib.org/p/43755/ 

Rudolph, J.; Tan, S.; Tan, S. ChatGPT: Bullshit spewer or the end of traditional 

assessments in higher education? J. Appl. Learn. Teach. 2023, 6 

 

Rummel, B. (2014). Probability Plotting: A Tool for Analyzing Task Completion Times. 

9(4). 



Russo, T., & Benson, S. (2005). Learning with Invisible Others: Perceptions of Online 

Presence and their Relationship to Cognitive and Affective Learning. 

Educational Technology & Society, 8, 54–62. 

Ryan, A. M., & Patrick, H. (2001). The Classroom Social Environment and Changes in 

Adolescents’ Motivation                and Engagement During Middle School. 

American Educational Research Journal, 38(2), 437–460. 

https://doi.org/10.3102/00028312038002437 

Ryan, M. (2020). In AI we trust: Ethics, artificial intelligence, and reliability. Science 

and Engineering Ethics, 26(5), 2749-2767. doi:https://doi.org/10.1007/s11948-020-

00228-y 

 

Ryan, T., Henderson, M., Ryan, K., & Kennedy, G. (2023). Identifying the components 

of effective learner-centred feedback information. Teaching in Higher 

Education, 28(7), 1565–1582. https://doi.org/10.1080/13562517.2021.1913723 

Rzepka, C. (2019). Examining the Use of Voice Assistants: A Value-Focused Thinking 

Approach. 

Sá, M. J. (2023). Student Academic and Social Engagement in the Life of the 

Academy—A Lever for Retention and Persistence in Higher Education. 

Education Sciences, 13(3), Article 3. https://doi.org/10.3390/educsci13030269 

Sáenz, L. M., & Fuchs, L. S. (2002). Examining the Reading Difficulty of Secondary 

Students with Learning Disabilities: Expository Versus Narrative Text. Remedial 

and Special Education, 23(1), 31–41. 

https://doi.org/10.1177/074193250202300105 



Sallam, M. (n.d.). The Utility of ChatGPT as an Example of Large Language Models in 

Healthcare Education, Research and Practice: Systematic Review on the Future 

Perspectives and Potential Limitations. 

Sasikala, P., & Ravichandran, R. (2024). Study on the Impact of Artificial 

Intelligence on Student Learning Outcomes. Journal of Digital Learning 

and Education, 4(2), 145-155. 

Schindler, L. A., Burkholder, G. J., Morad, O. A., & Marsh, C. (2017). Computer-based 

technology and student engagement: A critical review of the literature. 

International Journal of Educational Technology in Higher Education, 14(1), 

25. https://doi.org/10.1186/s41239-017-0063-0 

Schmitt, A., Zierau, N., Janson, A., & Leimeister, J. M. (2021, June 16). Voice as a 

Contemporary Frontier of Interaction Design. 

Shachar, M., & Neumann, Y. (2003). Differences Between Traditional and Distance 

Education Academic Performances: A Meta-Analytic Approach. International 

Review of Research in Open and Distributed Learning, 4(2), 1–20. 

https://doi.org/10.19173/irrodl.v4i2.153 

Shadiev, R., Hwang, W.-Y., Chen, N.-S., & Huang, Y.-M. (2014). Review of Speech-to-

Text Recognition Technology for Enhancing Learning. Journal of Educational 

Technology & Society, 17(4), 65–84. 

Shepherd, M. M., & Martz Jr., Wm. B. (2006). Media Richness Theory and the Distance 

Education Environment. Journal of Computer Information Systems, 47(1), 114–122. 

https://doi.org/10.1080/08874417.2006.11645945 



Sheppard, B. (2017). Theological Librarian vs. Machine: Taking on the Amazon Alexa 

Show (with Some Reflections on the Future of the Profession). Theological 

Librarianship, 10(1), 8-23. 

 

Shetye, S. (2024). An Evaluation of Khanmigo, a Generative AI Tool, as a Computer-

Assisted Language Learning App. Studies in Applied Linguistics and TESOL, 

24(1), Article 1. https://doi.org/10.52214/salt.v24i1.12869 

Shin, D. (2021). The effects of explainability and causability on perception, trust, and 

acceptance: Implications for explainable AI. International Journal of Human-

Computer Studies, 146, 102551. https://doi.org/10.1016/j.ijhcs.2020.102551 

Short, J., Williams, E., and Christie, B. (1976). The social psychology of 

telecommunications. London: John Wiley and Sons.  

Sieber, J. E. (1992). Planning ethically responsible research: A guide for students and 

internal review boards (Vol.31). Newburry Park, CA: Sage. 

Simpson, R. C., & Levine, S. P. (2002). Voice control of a powered wheelchair. IEEE 

Transactions on Neural Systems and Rehabilitation Engineering, 10(2), 122–

125. IEEE Transactions on Neural Systems and Rehabilitation Engineering. 

https://doi.org/10.1109/TNSRE.2002.1031981 

Skinner, E., Furrer, C., Marchand, G., & Kindermann, T. (2008). Engagement and 

disaffection in the classroom: Part of a larger motivational dynamic? Journal of 

Educational Psychology, 100(4), 765–781. https://doi.org/10.1037/a0012840 



Snowling, M. J., & Hulme, C. (2012). Interventions for children’s language and literacy 

difficulties. International Journal of Language & Communication Disorders, 

47(1), 27–34. https://doi.org/10.1111/j.1460-6984.2011.00081.x 

Snyder, T. D., & Dillow, S. A. (2013). Digest of Education Statistics 2013. NCES 2015-

011. National Center for Education Statistics. 

Sokal, L., & Vermette, L. A. (2017). Double Time? Examining Extended Testing Time 

Accommodations (ETTA) in Postsecondary Settings. The Journal of 

Postsecondary Education and Disability. 

https://www.semanticscholar.org/paper/Double-Time-Examining-Extended-

Testing-Time-(ETTA)-Sokal-

Vermette/b8454df60a4097c59ba97de90ae046ae27816da6 

Sperber, M., Neubig, G., Fügen, C., Nakamura, S., & Waibel, A. (2013, August). 

Efficient speech transcription through respeaking. In Interspeech (pp. 1087-1091). 

 
Sproull, L., & Kiesler, S. (1986). Reducing Social Context Cues: Electronic Mail in 

Organizational Communications. Management Science, 32(11), 1492–1512. 

Srivastava, S. C., & Chandra, S. (2018). Social Presence in Virtual World 

Collaboration: An Uncertainty Reduction Perspective Using a Mixed Methods 

Approach. MIS Quarterly, 42(3), 779–804, A1–A16. 

https://www.jstor.org/stable/26635053 

 
Stahl, C., & Laub, P. (2017). Maintaining multiple sclerosis patients’ quality of life: A 

case study on environment control assistance in a smart home. Proceedings of 

the 10th International Conference on PErvasive Technologies Related to 

Assistive Environments, 83–86. https://doi.org/10.1145/3056540.3064943 



Stetter, M. E., & Hughes, M. T. (2011). COMPUTER ASSISTED INSTRUCTION TO 

PROMOTE COMPREHENSION IN STUDENTS WITH LEARNING 

DISABILITIES. INTERNATIONAL JOURNAL of SPECIAL EDUCATION, 26. 

Stiggins, R. (2005). From Formative Assessment to Assessment for Learning: A Path to 

Success in Standards-Based Schools. Phi Delta Kappan, 87(4), 324–328. 

https://doi.org/10.1177/003172170508700414 

Stothard, S., Snowling, M., Bishop, D., Chipchase, B. B., & Kaplan, C. A. (1998). 

Language-impaired preschoolers: A follow-up into adolescence. Journal of 

Speech, Language, and Hearing Research : JSLHR, 41, 407–418. 

STUDER, S. (2004). Engaging Schools: Fostering High School Students’ Motivation to 

Learn. Teachers College Record, 106(12), 2318–2321. 

https://doi.org/10.1177/016146812004106122318 

Su, J., & Yang, W. (2022). Artificial intelligence in early childhood education: A 

scoping review. Computers and Education: Artificial Intelligence, 3, 100049. 

https://doi.org/10.1016/j.caeai.2022.100049 

Suleiman, I. B., Okunade, O. A., Dada, E. G., & Ezeanya, U. C. (2024). Key factors 

influencing students’ academic performance. Journal of Electrical Systems and 

Information Technology, 11(1), 41. https://doi.org/10.1186/s43067-024-00166-w 

Sung, E., & Mayer, R. E. (2012). Five facets of social presence in online distance 

education. Computers in human behavior, 28(5), 1738-1747. 

 
Szabo, P. D. A. (2023). ChatGPT a breakthrough in science and education: Can it fail a 

test? OSF. https://doi.org/10.31219/osf.io/ks365 



Tan, E. (2022). Heartware’for the Compassionate Teacher: Humanizing the academy 

through mindsight, attentive love, and storytelling. Journal of Applied Learning & 

Teaching, 5(2), 152-159. 

Terzopoulos, G., & Satratzemi, M. (2020). Voice Assistants and Smart Speakers in 

Everyday Life and in Education. Informatics in Education, 473–490. 

https://doi.org/10.15388/infedu.2020.21 

Timmerman, C., & Kruepke, K. (2007). Computer-assisted instruction, media richness, 

and college student performance. In Educational Administration Abstracts (Vol. 42, No. 

2, p. 73). 

Trends in High School Dropout and Completion Rates in the United States: 2019. 

(2020, January 14). National Center for Education Statistics. 

https://nces.ed.gov/pubsearch/pubsinfo.asp?pubid=2020117 

Turning Alexa Bad: Check Point Research Finds Vulnerabilities in Certain Amazon 

Alexa Subdomains. (n.d.). Check Point Software. Retrieved November 28, 2024, 

from https://www.checkpoint.com/press-releases/turning-alexa-bad-check-point-

research-finds-vulnerabilities-in-certain-amazon-alexa-subdomains/ 

Tyler, J. H., & Lofstrom, M. (2009). Finishing High School: Alternative Pathways and 

Dropout Recovery. The Future of Children, 19(1), 77–103. 

v, G., Gomathy, C. K., Kottamasu, M., & Kumar, N. (2021). The Voice Enabled 

Personal Assistant for Pc using Python. International Journal of Engineering 

and Advanced Technology, 10, 162–165. 

https://doi.org/10.35940/ijeat.D2425.0410421 



Vaughn, S., & Wanzek, J. (2014). Intensive Interventions in Reading for Students with 

Reading Disabilities: Meaningful Impacts. Learning Disabilities Research & 

Practice, 29(2), 46–53. https://doi.org/10.1111/ldrp.12031 

Venkatesh, V., & Davis, F. D. (2000). A Theoretical Extension of the Technology 

Acceptance Model: Four Longitudinal Field Studies. Management Science, 

46(2), 186–204. https://doi.org/10.1287/mnsc.46.2.186.11926 

Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User Acceptance of 

Information Technology: Toward a Unified View. MIS Quarterly, 27(3), 425–

478. https://doi.org/10.2307/30036540 

Ventayen, R. J. M. (2023). OpenAI ChatGPT Generated Results: Similarity Index of 

Artificial Intelligence-Based Contents (SSRN Scholarly Paper 4332664). 

https://doi.org/10.2139/ssrn.4332664 

Wagner, A., Rudraraju, R., Datla, S., Banerjee, A., Sudame, M., & Gray, J. (2012). 

Programming by voice: A hands-free approach for motorically challenged 

children. CHI ’12 Extended Abstracts on Human Factors in Computing Systems, 

2087–2092. https://doi.org/10.1145/2212776.2223757 

Waits, T. (2003). Distance Education at Degree-granting Postsecondary Institutions: 

2000-2001. National Center for Education Statistics. 

Wang, F., Cheung, A. C. K., Neitzel, A. J., & Chai, C. S. (2024). Does Chatting with 

Chatbots Improve Language Learning Performance? A Meta-Analysis of 

Chatbot-Assisted Language Learning. Review of Educational Research, 

00346543241255621. https://doi.org/10.3102/00346543241255621 



Weidlich, J., Yau, J., & Kreijns, K. (2024). Social presence and psychological distance: 

A construal level account for online distance learning. Education and 

Information Technologies, 29(1), 401–423. https://doi.org/10.1007/s10639-023-

12289-0 

Wiener, M., & Mehrabian, A. (1968). Language Within Language: Immediacy, a 

Channel in Verbal Communication. Ardent Media. 

Wiggan, G., Smith, D., & Watson-Vandiver, M. J. (2021). The National Teacher 

Shortage, Urban Education and the Cognitive Sociology of Labor. The Urban 

Review, 53(1), 43–75. https://doi.org/10.1007/s11256-020-00565-z 

Willcoxson, L., Cotter, J., & Joy, S. (2011). Beyond the first‐year experience: The 

impact on attrition of student experiences throughout undergraduate degree 

studies in six diverse universities. Studies in Higher Education, 36(3), 331–352. 

https://doi.org/10.1080/03075070903581533 

Williams, K. J., Martinez, L. R., Fall, A.-M., Miciak, J., & Vaughn, S. (2023). Student 

Engagement Among High School English Learners with Reading 

Comprehension Difficulties. School Psychology Review, 52(1), 38–56. 

https://doi.org/10.1080/2372966X.2020.1868948 

Winter, S. & Kuyath. (2006). Distance education communications: The social presence 

and media richness of instant messaging. Journal of Asynchronous Learning 

Network, 10, 67–81. https://doi.org/10.24059/olj.v10i4.1751 

Wood, S. G., Moxley, J. H., Tighe, E. L., & Wagner, R. K. (2018). Does Use of Text-to-

Speech and Related Read-Aloud Tools Improve Reading Comprehension for 



Students With Reading Disabilities? A Meta-Analysis. Journal of Learning 

Disabilities, 51(1), 73–84. https://doi.org/10.1177/0022219416688170 

Woodfine, B. P., Nunes, M. B., & Wright, D. J. (2008). Text-based synchronous e-

learning and dyslexia: Not necessarily the perfect match! Computers & 

Education, 50(3), 703–717. https://doi.org/10.1016/j.compedu.2006.08.010 

Wu, D. J., Taly, A., Shankar, A., & Boneh, D. (2016). Privacy, discovery, and 

authentication for the internet of things. In Computer Security–ESORICS 2016: 21st 

European Symposium on Research in Computer Security, Heraklion, Greece, September 

26-30, 2016, Proceedings, Part II 21 (pp. 301-319). Springer International Publishing 

Wu, R., & Yu, Z. (2024). Do AI chatbots improve students learning outcomes? 

Evidence from a meta-analysis. British Journal of Educational Technology, 

55(1), 10–33. https://doi.org/10.1111/bjet.13334 

Wubbels, T., & Brekelmans, M. (2005). Two decades of research on teacher–student 

relationships in class. International Journal of Educational Research, 43(1), 6–

24. https://doi.org/10.1016/j.ijer.2006.03.003 

Xu, W., & Ouyang, F. (2022). A systematic review of AI role in the educational system 

based on a proposed conceptual framework. Education and Information 

Technologies, 27(3), 4195–4223. https://doi.org/10.1007/s10639-021-10774-y 

Zhang, X., Zhang, P., Shen, Y., Liu, M., Qiong, W., Gasevic, D., & Fan, Y. (2024). A 

Systematic Literature Review of Empirical Research on Applying Generative 

Artificial Intelligence in Education. Frontiers of Digital Education, 1, 223–245. 

https://doi.org/10.1007/s44366-024-0028-5 

 


