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Sommaire

Ce mémoire cherche d’abord a comprendre I’importance de la contribution des
entraineurs dans la performance individuelle des joueurs de la LNH. Par la suite, nous
voulons connaitre les entraineurs qui ont un impact supérieur et déterminer si le fait
d’étre un ancien joueur et d’avoir de I’expérience sont des caractéristiques importantes a
considérer lors de la recherche d’un nouvel entraineur. Le fait que plusieurs dirigeants
aient procéd¢é a un changement d’entraineur dans les derniéres années nous amene a nous
demander si cette tactique est pertinente pour relancer des équipes en difficulté. Un autre
objectif de ce mémoire est d’analyser I’impact d’une substitution d’entraineur sur une
période de court terme de 30 matchs. Enfin, nous voulons comprendre si la qualité de
I’entraineur embauché a un réle a jouer dans I’effet trouvé. Notre étude utilise des

données de la LNH pour les six saisons de 2017-2018 a 2022-2023.

Nos résultats démontrent que 1’effet entraineur sur le nombre de points des joueurs est
minime. De plus, nous trouvons que les entraineurs anciens joueurs semblent influencer
positivement la performance des joueurs. Le constat est a I’inverse pour les entraineurs
d’expérience. En ce qui concerne I’embauche de nouveaux entraineurs, nous trouvons
qu’une telle stratégie augmente significativement les probabilités de victoire d’une
équipe. Cependant, nos résultats concluent qu’embaucher un entraineur de qualité

supérieure n’a pas d’effet positif sur les résultats individuels et collectifs.

Mots clés : Hockey, LNH, Entraineurs, Changement d’entraineur, Entraineur de qualité

Méthodes de recherche : Mode¢les a grands effets fixes, AKM, Mod¢les de doubles
différences
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Chapitre 1 : Introduction

Plusieurs aspects peuvent expliquer la différence de performance et de productivité entre
les différentes firmes d’un méme marché. Evidemment, on peut penser au niveau
technologique des entreprises ou au financement auquel les entreprises ont acces.
Cependant, plusieurs économistes se sont demand¢ si la qualité de gestion n’avait pas un
role important a jouer dans I’explication de ces différences de performance. Il est difficile
de trouver des indicateurs de performance pour mesurer 1’efficacité des travailleurs. Dans
certaines industries, il est plus facile de trouver des mesures. Des études ont notamment
¢té¢ menées dans le secteur textile (Bloom et al., 2011) et dans le secteur des
¢tablissements scolaires (Bloom et al., 2015). Dans ce mémoire, nous allons utiliser le
sport, plus précisément le hockey, pour analyser 1’effet de gestion. Le sport est un
domaine ou nous avons acces a des mesures de performances concrétes, ce qui nous
permet de bien observer la valeur ajoutée d’un entraineur sur la performance de son

personnel.

Un investissement dans un entraineur n’est pas une dépense a négliger. Reeves (2024)
présente les 15 salariés les plus importants de la Ligue nationale de hockey (LNH) en
date du 1* juin 2024. Selon son article, la moiti¢ des entraineurs de la ligue se voient
verser un salaire qui varie entre 1,9 et 5,5 millions de dollars (M$). Au point de vue
manageérial, il est important de s’assurer qu’un investissement aussi important contribue a
améliorer le plus possible la performance présente ou future de son entreprise. Les
équipes professionnelles sont des entreprises et génerent des profits pour les propriétaires
a travers les billets et les produits dérivés vendus. Plus I’équipe remporte de victoires,

plus ses revenus seront éleves.

Les entraineurs ont un réle important a jouer dans la gestion d’une équipe. Tout comme
les gestionnaires dans les entreprises, ils doivent assurer une certaine cohésion entre les
différentes personnalités de leur équipe en plus de mettre en place une structure (systéme
de jeu). Les compétences en gestion du personnel sont donc aussi essentielles que les

connaissances hockey. De plus, les entraineurs ont la responsabilit¢ de motiver les



individus et de réagir de facon stratégique face aux plans de match des adversaires. Nous
ne connaissons pas nécessairement les caractéristiques communes des entralneurs
productifs. Les dirigeants engagent des individus ayant des bagages d’expérience qui
varient. Cependant, dans la LNH, il n’est pas rare de voir d’anciens joueurs faire une
transition derriere le banc apres la fin de leur carriére. En regardant seulement les 15
entraineurs énumérés par Reeves, nous remarquons que huit sont d’anciens joueurs
(Hockeydb). Une autre caractéristique que les directeurs généraux semblent valoriser est
I’expérience derriere le banc : 10 des 15 plus hauts salariés n’en sont pas a leur premier
séjour derriere un banc de la LNH comme entraineur en chef. Depuis plusieurs années,
les équipes donnent I’impression de laisser plusieurs chances a des entraineurs
d’expérience qui n’ont pas nécessairement connu de grands succes dans le passé. La
vérité est qu’il n’est pas certain que ces deux caractéristiques soient des prérequis pour
étre un bon entraineur de la LNH. La premiére partie de la question de ce mémoire
cherche a déterminer quels entraineurs ont eu le plus grand impact sur la production
individuelle des joueurs lors des six dernieres saisons. Ensuite, nous voulons évaluer si le
fait d’étre un ancien joueur ou un entraineur d’expérience est une caractéristique propre

aux entraineurs de qualité.

Si ’embauche d’un entraineur représente une dépense importante, un congédiement est
un processus encore plus coliteux. Comme un entraineur est pay€ jusqu’a la fin de son
contrat, méme si on le congédie (National Hockey League Coaches Association, 2014),
les propriétaires doivent verser un salaire a deux personnes au lieu d’une s’ils décident de
changer d’entraineur. Il est alors pertinent de se demander si le changement en vaut la
peine. De plus, lorsqu’une équipe performe en dessous des attentes, il est courant qu’un
changement d’entraineur soit la premicre action posée par un gestionnaire pour tenter de
secouer ses troupes. Plusieurs études trouvent des effets positifs collectifs a court et long
terme a la suite d’une telle substitution. En revanche, aucune étude ne s’est penchée sur la
performance individuelle et sur les types d’entraineurs embauchés. La deuxieme question
de ce mémoire se consacre a mesurer I’impact d’un congédiement sur la performance des
joueurs et des équipes, notamment lorsque l’entraineur embauché est considéré de

qualité.



Avec des données contenant des caractéristiques et des indicateurs de performance de
joueurs pour les matchs disputés lors des saisons 2017-2018 a 2022-2023, nous utilisons
un modele a effets fixes pour estimer la contribution et la valeur ajoutée des entraineurs
dans la performance des joueurs. Par la suite, nous estimons une régression de 1’effet des
entraineurs pour comprendre la pertinence de 1’expérience dans la LNH en tant que
joueur et entraineur. Apres avoir identifié les entraineurs de qualité, nous employons un
modele de doubles différences dans le but de quantifier I’impact d’une substitution sur

plusieurs variables individuelles et collectives pour une période de 30 matchs.

Nos résultats suggerent que d’avoir été un joueur auparavant a un impact positif sur
I’effet entraineur, tandis que d’avoir de I’expérience sur le banc a un impact négatif. Les
coefficients sont cependant non-significatifs. De plus, I’effet de traitement d’un
congédiement augmente les probabilités de victoire d’environ 7 points de pourcentage
(significatif a 1%). Le fait que 1’entraineur soit de qualité a peu d’impact. Donc, il semble
que le changement d’entraineur est plus important, du moins dans le court terme, que

I’identité de ’entraineur.

Le chapitre deux aborde le contexte. Le chapitre trois parcourt les principaux articles de
la littérature qui contribuent a notre étude. Le chapitre quatre élabore sur la provenance
des données utilisées ainsi que les principales tendances qui en découlent. Les différentes
méthodologies seront expliquées dans le chapitre cinq pour ensuite enchainer avec les
résultats des modeles estimés dans le chapitre six. Le chapitre sept est la conclusion, ou
nous discuterons des limites de ce mémoire et des recommandations pour les études

futures.



Chapitre 2 : Contexte

La Ligue nationale de hockey (LNH) connait une croissance importante depuis quelques
années. Selon Michael Ozanian de la chaine de télévision américaine CNBC (novembre
2024), les revenus totaux générés par la ligue pour la saison 2023-2024 ont été estimés a
6,3 milliards de dollars (G$), ce qui représente une hausse de 8,6 % comparativement a la
saison 2022-2023. Ces revenus sont partagés entre les propriétaires et les joueurs.
L’intérét pour le sport semble grandir, surtout aux Etats-Unis, ce qui permet a la LNH de
signer des contrats avec plusieurs grandes compagnies de média. La valeur moyenne
record des équipes de 1,92 G$ confirme que la ligue est en bonne santé. Lors de sa
création en 1917, seules six équipes bataillaient chaque année pour remporter le trophée
de la Coupe Stanley. Elles sont 32 depuis la saison 2021-2022. Les deux derniéres
équipes a faire leur entrée dans la LNH sont les Golden Knights et le Kraken. Les Golden
Knights de Vegas ont été la premiére équipe faisant partie d’une des quatre grandes ligues
de sports professionnels en Amérique du Nord a s’installer dans la « ville du péché ». !
Carol Schram indique dans un article publi¢é dans Forbes en octobre 2023 que le
propriétaire Bill Forley et ses partenaires ont déboursé 500 M$ pour acquérir la franchise.
L’équipe connait du succes dés leur premiere saison avec une apparition surprise en finale
en 2017-2018. Ils finiront par remporter le championnat a leur sixieme année d’existence.
Toujours selon Schram, la franchise des Golden Knights a été évaluée a 950 millions de
dollars en décembre 2022. Le Kraken de Seattle est la derniere équipe d’expansion a
avoir fait son entrée, et ce, a un coit de 650 M$. L’équipe débute a la saison 2021-2022.
Satisfaits des résultats obtenus a la suite de I’ajout des deux clubs, les dirigeants et les

propriétaires sont favorables a d’autres expansions dans le futur.

Pour assurer une certaine parité entre les équipes, la ligue et 1’association des joueurs se
sont entendues pour instaurer un plafond et un plancher salarial en 2005. Malgré une
augmentation importante des revenus dans les dernieéres années, le plafond salarial est

demeuré stable. En 2018, il était a 80 M$ et a augmenté a seulement 84 M$ en 2023

Y La National Basketball Association (NBA), la Major League Baseball (MLB), la National Football
League (NFL) et la LNH.



(Badenhausen, 2024). Ce ralentissement de la hausse du plafond est expliqué par une
dette reliée a la COVID-19. L’annulation de parties et I’absence des partisans pendant la
pandémie sont la cause premiere de la dette. Depuis le retour a la normale, les
propriétaires se retrouvent avec plus d’argent a dépenser sans pouvoir ’utiliser pour les
joueurs. Puisque le plafond salarial ne s’applique qu’au salaire des joueurs, les dirigeants
semblent s’€tre tournés vers d’autres alternatives pour améliorer leur équipe. Wyshynski
(2024) mentionne dans son article publié sur ESPN qu’entre janvier 2023 et mai 2024, 19
des 32 équipes ont changé d’entraineur. En environ un an et demi, 60 % des équipes ont
investi dans un nouvel entraineur. Les changements d’entraineur sont a la mode en ce
moment. Il est donc pertinent de se demander si les équipes ont réellement intérét a en

effectuer autant.



Chapitre 3 : Revue de littérature

Dans ce chapitre, nous passons a travers les articles les plus pertinents publiés sur les
sujets de ce mémoire. Il est question de la littérature sur la gestion des entreprises, les
modeles a effets fixes de grande dimension, les modéles de doubles différences de type
échelonnés et I’impact des changements d’entraineurs sur la performance. La littérature

sur la LNH et les caractéristiques d’un bon entraineur est aussi abordée.

3.1 Gestion des entreprises

La gestion des entreprises est un sujet populaire de la littérature. Beaucoup de chercheurs
ont essay¢ de comprendre la pertinence d’avoir de bonnes pratiques de gestion au sein
d’une institution. Afin d’analyser cette pertinence, les chercheurs comparent la
performance des entreprises. Bloom et al. (2011) se penche sur I’industrie du textile en
Asie. Les chercheurs ont offert gratuitement des services de consultation sur des pratiques
de gestion modernes a un ensemble aléatoire d’usines traitées, puis ont comparé leur
performance a celle des usines non traitées. Ils constatent un effet positif : la productivité
moyenne augmente de 11 %. Bloom et al. (2015) analyse plutot I’effet sur les notes des
¢tudiants d’écoles secondaires. En recueillant des données de gestion sur les écoles
secondaires de 8 pays, ils attribuent un pointage a chaque pays pour créer un classement
de bonne gestion. Avec les données sur les résultats académiques, ils arrivent a la
conclusion que la qualité de gestion plus élevée est fortement associée a de meilleures
notes. Dans ce mémoire, nous nous concentrons sur le contexte du sport, plus
précisément le hockey. Nous analysons ’effet des entraineurs sur la performance des

joueurs.



3.2 Caractéristiques d’un bon entraineur, changements d’entraineurs et
LNH

Dans plusieurs ligues de sport professionnel, nous retrouvons un nombre important
d’entraineurs qui sont d’anciens joueurs. Schempp, McCullick, Grant, Foo et Wieser
(2010) tentent de déterminer si le fait d’avoir évolué au plus haut niveau de son sport
apporte une plus grande efficacité en tant qu’entraineur. Les auteurs utilisent un
¢chantillon de 134 entralneurs ayant au moins trois saisons d’expérience dans la MLB, la
NBA et la NFL pour les années 1997 a 2007. Plus de la moitié des entraineurs (58 %) de
I’échantillon ont déja disputé des parties dans une des trois ligues. En analysant le
pourcentage de victoires en tant qu’entraineurs, les auteurs ne trouvent pas de relation
significative entre un ex-joueur et son succeés comme entraineur, et ce, pour les trois
ligues. Cet article analyse ’effet sur les performances collectives des équipes sans
prendre en considération les joueurs individuellement. Dans ce mémoire, nous voulons
savoir si les entraineurs qui sont d’anciens joueurs ont un impact positif, mais nous irons
plus loin en analysant également I’impact sur la production individuelle offensive des

joueurs.

Audas, Goddard et Rowe (2006) vont plutdt s’intéresser aux causes d’un congédiement et
aux résultats collectifs a la suite d’un tel choc pour les équipes de la LNH. Les années
étudiées sont de 1967 a 2002, ce qui correspond a 35 saisons régulieres. Leurs résultats
suggerent une corrélation positive entre un congédiement et de mauvais résultats des 15
derniers matchs. Les auteurs contrélent pour les variables suivantes : la position au
classement comparativement aux prévisions d’avant-saison, la performance dans les
séries précédentes, 1’dge de 1’entraineur et si I’entraineur a déja joué pour son équipe. De
plus, ils trouvent un effet de court-terme négatif sur les performances des équipes qui
changent d’entraineur a I’intérieur d’une saison. Nous nous inspirons des causes des
congédiements et de leurs variables contrdles lors de la construction de nos modeles de
doubles différences. Nous voulons cependant utiliser une période précise d’analyse de 30
matchs apres le départ. Pour leur part, White, Persad et Gee (2007) constatent, aprés un

changement, une amélioration collective graduelle pour le reste de la saison ainsi que lors



des deux saisons suivantes. Ils examinent 15 changements s’étant produits entre 1989 et
2003. Les résultats indiquent également que 1’impact demeure significatif méme lorsque
le nouvel entraineur est moins expérimenté que son prédécesseur. Nous cherchons aussi a
comprendre la pertinence de I’expérience des entraineurs. Cette étude ne se penche pas
sur ’ensemble des changements qui ont lieu pendant la période d’analyse. Pour nous
assurer que notre effet de traitement soit le plus représentatif possible, nous allons
mesurer I’effet englobant les 52 changements qui ont eu lieu a I'intérieur des six saisons
¢tudiées. Les articles mentionnés jusqu’a maintenant n’identifient pas quels sont les
entraineurs de qualité. En plus de classer les entraineurs en termes d’excellence, nous
voulons comprendre I’impact d’un changement d’entraineur lorsque la nouvelle personne

engagée est parmi les plus efficaces.

Un modele a effets fixes nous permettra d’identifier les meilleurs entraineurs et les
meilleurs entraineurs. Stooke (2008) s’intéresse aux déterminants du salaire des joueurs
de la LNH et utilise les deux effets fixes nous intéressant. Pour les saisons 1998 a 2004,
I’auteur observe que I’équipe n’a pas d’impact significatif sur le salaire des joueurs.
Seules trois équipes ont un impact significatif : New Jersey, New York (Rangers) et
Détroit. Parmi celles-ci, New Jersey et Détroit sont considérées comme de grandes
équipes de cette période avec deux coupes Stanley remportées. Stooke explique que ces
deux clubs ont bénéficié d’un avantage : certains joueurs ont décidé d’accepter un salaire
moins élevé pour rejoindre une équipe ayant de grandes chances de remporter le
championnat. Quant aux Rangers, cette équipe était celle ayant le plus grand budget de la
ligue et ayant souvent surpayé¢ des joueurs pour tenter de les attirer dans « La grosse
pomme ». Notre mémoire utilise le méme modéele pour identifier les effets joueurs et
entraineurs dans la production offensive des joueurs. En effet, ce type de modele nous
permet d’isoler la qualité des joueurs et des entraineurs, des variables non observables a

travers nos données.



3.3 Modeles avec plusieurs effets fixes de grande dimension

Abowd, Kramarz, et Margolis (AKM, 1999) ont été les premiers a s’intéresser aux
modeles a plusieurs grands effets fixes. En utilisant une base de données employés-
employeurs francaise pour les années 1976 a 1987, ils essaient d’expliquer les différences
de salaire entre les individus. Ce type de base de données permet d’isoler ’effet des
caractéristiques inobservables des individus et des firmes. Ils se demandent si ces
variations de salaire sont dues a un effet fixe de firme ou a un effet fixe d’employé. Leur
méthode consiste a inclure I’effet de firme en variable muette dans le modele en plus d’y
ajouter la déviation de la moyenne des individus pour chaque observation. Cette
déviation correspond a la différence entre 1’observation et la moyenne du groupe pour
toutes les caractéristiques observables. Cette méthode permet d’éliminer I’effet fixe
d’employés du modele économétrique. Leur principale conclusion est que les différences
de salaires sont principalement expliquées par 1’effet fixe des employés. Les effets fixes
d’entreprises sont moins importants que les effets d’employés. Abowd, Finer et Kramarz
(AFK, 1999) refont le méme exercice pour 1’Etat de Washington, aux Etats-Unis, de 1984
a 1993. Les résultats sont similaires, mis a part que I’effet fixe des individus explique une
proportion moins importante des différences de salaires. Abowd, Creecy, et Kramarz
(2002) proposent un moyen d’estimer exactement les effets fixes. Ils développent un
algorithme capable de mesurer des effets a grandes dimensions. L’algorithme utilise des
matrices creuses.? Les effets sont estimés en formant des groupes ou les employés et les
employeurs sont connectés entre eux. La mobilité des travailleurs est I’outil utilisé :
chaque travailleur est affecté a un groupe et chaque groupe contient des individus qui
sont liés entre eux. Les groupes sont indépendants et ne sont pas comparés les uns avec
les autres. Les auteurs reproduisent les résultats des deux études précédentes avec cette
nouvelle méthode. Andrews, Schank, et Upward (2006) discutent de la méthode utilisée
dans Abowd, Kramarz, et Margolis (1999) et Abowd, Finer et Kramarz (AFK, 1999). Les
auteurs appellent cette technique « Least-squares dummy variables » (LSDV). Selon eux,
inclure une variable muette pour les firmes et effacer algébriquement du modele 1’effet

des individus permet d’obtenir I’estimateur « FEILSDVj», qui est équivalent a

2 Ces matrices, qui contiennent beaucoup de 0, permettent d’accélérer le traitement des données.
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I’estimateur LSDV avec des effets fixes. Une problématique en lien avec « FEILSDVj »
est la contrainte de mémoire €levée nécessaire lorsque vient le temps d’estimer le modéele.
Pour contrer cet inconvénient, ils proposent la méthode « classical minimum distance
method » (CMD). En traitant les individus mobiles et non mobiles séparément, il est

possible de diminuer la quantité de mémoire nécessaire.

Harris and Sass (2007) examinent la corrélation entre la formation des professeurs, leur
productivité et la performance des étudiants. Les données proviennent de registres
scolaires de 1’état de la Floride pour les années 1999 a 2005. En plus des effets fixes
d’¢leves et de professeurs, les auteurs ont inclus un effet fixe d’école. Puisque le nombre
d’écoles et de professeurs est trop €levé, il est difficile d’inclure un des deux effets en tant
que variable muette. Les auteurs exploitent les méthodes « spell fixed effects » et
« iterative fixed effects estimator » (suggérée par Arcidiacono, et al. (2005)) pour
remédier a leur probléme. Cette derniere est décrite dans le texte comme 1’obtention de
I’effet individuel par le calcul de I’erreur moyenne, c’est-a-dire la moyenne des erreurs
individuelles a chaque période. Principalement, les auteurs concluent que I’expérience
améliore la productivité des professeurs, qu’il n’y a pas de corrélation entre la
productivité des professeurs et un diplome avancé et que le seul type de formation ayant
un impact significatif sur la productivité des enseignants est la formation axée sur le
contenu. Cornelissen (2008) décrit la commande Stata « felsdvreg » qu’il a développé
pour estimer de facon efficace les modéles comportant des effets fixes a grande
dimension. En plus d’obtenir les coefficients des caractéristiques observables, ce
programme nous indique également les effets fixes et d’autres informations pertinentes,

comme la décomposition de I’échantillon en groupes.

Ces ¢études sont pertinentes pour notre recherche, puisqu’un des objectifs est d’analyser
les déterminants de la performance individuelle des joueurs (points). Plus précisément,
nous voulons comprendre I’impact des deux grands effets fixes : joueurs et entraineurs.
Les modeles de notre recherche sont inspirés de ceux d’AKM (1999) et d’AFK (1999).
Harris et Sass (2007) nous aide également puisque leur modele est composé d’un

troisieme grand effet fixe. Leur situation est similaire a la ntre, puisque nous avons aussi
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un effet fixe d’équipe a inclure dans notre modele. Les méthodes d’estimation décrite

dans Andrews, Schank, et Upward (2006) sont celles que nous utilisons.

3.4 Modeéeles échelonnés de doubles différences

La méthode de double différence a été popularisée par Card et Kruger (1994). L’étude
cherche a déterminer I’impact de 1’augmentation du salaire minimum sur I’emploi. Les
auteurs utilisent des données du secteur de la restauration rapide dans I’état traité, le New
Jersey, et 1’état contrdle, la Pennsylvanie. En effet, le salaire minimum a augmenté de
4,25 % a5,058% en 1992 au New Jersey. Leur principal résultat est que 1’augmentation du
salaire minimum n'a pas d’impact négatif sur ’emploi. D’autres chercheurs se sont
penchés sur une autre fagon de déterminer 1’effet global d’un traitement et non seulement
d’un événement en particulier. Les doubles différences de type échelonnées sont
caractérisées par plusieurs groupes subissant le méme traitement, mais a des moments
différents dans le temps. Comme I’illustrent Baker, Larcker et Wang (2021), nous nous
retrouvons alors avec un modele ou la variable d’intérét demeure 1’interaction entre les
variables apres traitement (post) et traitement (treat) et ou nous avons maintenant des
effets fixes de temps et d’unités. Cependant, cette étude souléve plusieurs problématiques
par rapport a ce type de doubles différences, dont 1’obtention de moyennes pondérées de
plusieurs effets de traitement plutét qu’un effet moyen de traitement. Il y a aussi un
probléme ou des unités traitées auparavant ou bientot traitées sont utilisées dans le groupe
contrdle, ce qui apporte un biais lors de 1’estimation. Plusieurs méthodes robustes sont
suggérées, dont la méthode de doubles différences « stack » employée par Cengiz et al.

(2019).

La méthode «stack» a été introduite par Gormley et Matsa (2011). Cette étude
s’intéresse a la réponse des entreprises face a I’augmentation du risque de responsabilité
concernant 1’exposition des employés a des facteurs cancérigénes. Un traitement est
décrit par 1’ajout d’une nouvelle substance a une liste américaine exposant les facteurs
cancérigeénes. Les entreprises qui utilisent ces substances voient leur probabilité d’étre

tenues responsables des cancers augmenter significativement. Pour estimer les résultats,
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une base de données différente pour chaque année de traitement est construite. La période
d’analyse est dix ans avant et dix ans apres le traitement. Une fois les bases de données
créées, les auteurs ajoutent une variable « cohorte » identifiant le traitement pour ensuite
fusionner les bases de données en une seule. Ils remplacent la variable « post» et
« treat » qu’on retrouve dans les modeles de base de doubles différences par des effets
fixes de temps-cohorte et unités-cohorte. Les résultats montrent que les entreprises, en
particulier celles dont le bilan est fragile, ont tendance a acquérir de grandes entreprises
non liées a leur secteur d’activité principal. Notre étude veut comprendre I’impact général
d’un changement d’entraineur dans la LNH et non I’impact d’un seul changement isolé.
C’est pourquoi le traitement que nous utilisons est de type échelonné. Nous analysons
toutes les substitutions qui se sont produites sur une période de six saisons. La méthode
d’estimation « stack » devient ainsi pertinente pour notre travail. Une autre raison
expliquant 1’utilité de la méthode « stack » est qu’il arrive parfois qu’un entraineur soit
congédi¢ avant d’étre engagé peu de temps aprés par une autre formation. Nous nous
retrouvons alors avec la création de deux €événements presque simultanés. Puisque le
« stack » compare seulement les traités avec les non-traités, les deux changements ne
seront pas évalués un par rapport a I'autre et vis-versa. Dans les autres cas, soit les
entraineurs engagés n’ont pas dirigé dans la LNH depuis un bon moment, soit ils

proviennent de ligues externes.
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Chapitre 4 : Données

Dans ce chapitre, nous discutons de la provenance des données et de leur structure. Nous
abordons les statistiques descriptives et effectuons une premicre analyse graphique des
tendances observées. L’objectif est de valider nos intuitions concernant les entraineurs,

leurs caractéristiques et I’impact d’une substitution.

4.1 Source des données et variables descriptives

Les données proviennent du site Big Data Ball et couvrent les saisons 2017-2018 a 2022-
2023. En plus d’offrir un nombre de congédiements satisfaisant (52), ces saisons
correspondent a I’entic¢reté de celles offertes sur le site, ce qui explique notre sélection.
Chaque observation correspond a un joueur et a ses variables pour un match donné. Nous
disposons des caractéristiques du match (saison, équipes, date, local) et les statistiques du
joueur (temps de jeu, buts, points, position). La base de données contient également des
statistiques collectives (buts marqués, buts accordés et différentiel). Pour notre recherche,
nous utilisons seulement les attaquants et les défenseurs, puisque ce sont eux qui génerent
la presque totalité des buts. Pour que la base de données soit compléte, il faut ajouter les
entraineurs. Sur le site officiel de la LNH, I’historique des entraineurs pour chacune des
franchises est disponible. Un résumé des statistiques descriptives des variables utilisées
est présenté aux Tableaux 1 et 2 de la page suivante. Le premier tableau concerne les
variables au niveau des joueurs, tandis que la deuxieéme traite des données d’équipe. Cette
base de données est utilisée pour le modele AKM et pour construire la base de données

« stack » des modeles de doubles différences.

Nous remarquons que la moyenne de points et buts par joueur par match est de 0,449 et
0,167. Ces faibles moyennes sont expliquées par un grand nombre de valeurs nulles pour
ces deux variables. Les moyennes de buts marqués et buts accordés par équipe s’élevent
a environ 3 par match. Chaque équipe a 18 patineurs par partie, ce qui veut dire que, pour
la plupart des rencontres, 15 joueurs n’ont pas marqué. Il est aussi important de noter que

le nombre de matchs par saison s’éleve a 82. Le nombre total de matchs sur six saisons
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devrait égaler 492. Cependant, la valeur maximale de la variable match est de 455.

L’¢écart est expliqué par la saison 2019-2020 écourtée a cause de la COVID-19.

Tableau 1: Résumé des statistiques descriptives au niveau des joueurs

Variable Obs. Moyenne Ecart-type Minimum Maximum
Temps de jeu (en minutes) 255551 16.506 4.609 15 389
Points 255551 449 716 0 7

Buts 255551 167 426 0 5
Match a domicile 255551 50% 50% 0% 100%
Match par saison 255551 38.917 22.762 1 82
Match 255551 225.363 131.004 1 455

Notes: Le tableau contient les statistiques descriptives des variables au niveau des joueurs que nous utilisons pour le
modele AKM. Temps de jeu correspond au nombre de minutes qu’un joueur a passé sur la patinoire, buts est le nombre
de buts marqué par un joueur et points est la somme du nombre de buts et de passes amassés. Domicile nous permet de
savoir si I’équipe du joueur est receveuse ou visiteuse. Finalement, match_saison nous informe du numéro de match a
I’intérieur d’une saison tandis que match est le cumulatif du nombre de matchs a travers les six saisons pour chaque
équipe.

Tableau 2 : Résumé des statistiques descriptives au niveau des équipes

Variable Obs. Moyenne Ecart-type Minimum Maximum
Buts marqués 14207 3.013 1.731 0 11

Buts accordés 14207 3.011 1.731 0 11
Différentiel 14207 .002 2.557 -9 9
Match par saison 14207 38.915 22.764 1 82
Match 14207 225.334 131.033 1 455

Notes: Le tableau contient les statistiques descriptives des variables au niveau des équipes qui sont utiles pour les
modeles de doubles différences. La variable buts marqués correspond a la somme des buts inscrits par les joueurs d’une
équipe dans une partie donnée. Buts accordés indique la somme des buts inscrits par les joueurs de 1’équipe adverse. Le
différentiel est la différence entre buts marqués et buts accordés. Finalement, match_saison nous informe du numéro de
match a I’intérieur d’une saison tandis que match est le cumulatif du nombre de matchs a travers les six saisons pour
chaque équipe.
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Comme mentionné auparavant, une autre base de données est créée pour les modeles de
doubles différences. Nous construisons d’abord une base de données unique pour les 52
changements d’entraineur. Nous gardons les observations des équipes sélectionnées sur
une période de 30 matchs avant et 30 matchs aprés un changement. Dans chacune des
bases de données, nous créons une variable binaire ou la valeur 1 identifie le groupe traité
compos¢ de I’ensemble des observations de 1’équipe ayant effectué un changement
d’entraineur. La valeur 0, quant a elle, identifie le groupe contrdle correspondant aux
observations des équipes qui n’ont pas connu de changement d’entraineur durant la
période de 60 matchs. Par la suite, nous créons une seule grande base de données en
fusionnant toutes les bases de données. Nous ferons référence a cette base de données en
tant que Stack. L’objectif de la base de données Stack est de centrer les traitements, c’est-

a-dire de traiter les données comme si tous les changements ont lieu au méme moment.

4.2 Analyse initiale des données

L’hypothese initiale est que 1’arrivée d’un nouvel entraineur améliore la performance des
joueurs. Dans la littérature, on mentionne qu’un tel choc améliore les performances
collectives sur au moins deux saisons (White, P., Persad, S., et Gee, C. J. (2007)). 1l
semble que les dirigeants soient d’accord avec cette hypothese, considérant que seules
quatre €quipes sur 32 n’ont effectué aucun changement en six saisons. De plus, 53,1%
des formations ont substitué¢ leur entraineur plus d’une fois. Le Tableau 3 indique la
décomposition du nombre d’équipes par nombre de changements d’entraineurs pour les

six saisons étudiées.
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Tableau 3: Nombre d'équipes par nombre de changements d'entraineur

NOMBRE DE CHANGEMENTS NOMBRE D’EQUIPES PROPORTION

0 4 12.5%
1 11 34.4 %
2 11 34.4 %
3 5 15.6 %
4 1 3.1%

Notes : Ce tableau indique la décomposition du nombre d’équipes par nombre de changements d’entraineurs pour les 6

saisons étudiées

Afin de valider notre intuition d’un impact positif d’un nouvel entraineur, nous illustrons,
a I’aide d’un graphique, la moyenne des points en fonction du temps avant et apres le
changement d’entraineur. Puisqu’il y a énormément de fluctuations d’un match a un
autre, nous employons une moyenne mobile de cinq matchs afin de lisser les résultats. Un
autre objectif de ce mémoire est de déterminer quels sont les bons entraineurs et quelles
sont leurs caractéristiques communes. Les deux variables qui nous intéressent sont les
variables expérience et ancien joueur. La variable expérience est €gale a 1 lorsque
I’entraineur a déja été derricre le banc d’une équipe de la LNH. La variable ancien joueur
est aussi de type binaire et signale si I’entraineur a déja disputé une partie dans la LNH en
tant que joueur dans le passé. La Figure 1 offre un portrait de 1’évolution des points
relativement a un changement pour la totalit¢ des entraineurs, ceux qui ont de

I’expérience et ceux qui ont déja joué dans la LNH.
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Figure 1: Moyenne des points du groupe traité et des caractéristiques d'entraineur
en fonction du temps autour du traitement
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Notes : Le graphique illustre 1’évolution de la moyenne des points du groupe traité global, du groupe traité ayant
comme entraineur un ex-joueur et du groupe traité ayant un entraineur qui a déja eu de 1’expérience derriére un banc.

La variable de temps est t et indique a quel nombre de match jusqu’au / aprés le traitement les observations se situent.

Entre les matchs -25 a -13 et -17 a -4, le graphique indique une baisse de la moyenne des
points pour les trois courbes. Les courbes connaissent ensuite une croissance jusqu’au
match 3 apres le traitement. Pour les 25 matchs suivants, nous remarquons une tendance a
la hausse qui n’est cependant pas constante d’un match a un autre pour les courbes de
moyenne globale et de moyenne avec entraineurs anciens joueurs. Cependant, la
moyenne de points avec un entraineur ancien joueur est plus élevée que la moyenne
globale pour I’ensemble de la période apres-traitement. Nous pouvons donc penser que
les anciens joueurs réussissent davantage a augmenter la performance des joueurs. Il est
impossible de faire un constat similaire pour la courbe des entraineurs d’expérience. La
courbe est parfois inférieure a la moyenne globale et parfois supérieure. L’impact d’un
entraineur d’expérience semble donc incertain. Nous pouvons aussi comparer la moyenne
globale du groupe traité avec celle du groupe contrdle pour la variable individuelle points
(Figure 2) et pour la variable d’équipe victoire (Figure 3). La variable victoire est binaire
et égale a 1 pour les équipes ayant une valeur de différentiel positive. Dans ce cas,
I’équipe a remporté la partie. Le coefficient de cette variable peut étre interprété comme

la probabilité¢ de gagner un match.
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Figure 2: Moyenne des points des groupes traité et non traité en fonction du temps
autour du traitement
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Figure 3: Moyenne de la probabilité de victoire des groupes traité et non traité en
fonction du temps autour du traitement
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Notes : Les graphiques illustrent 1’évolution de la moyenne mobile de 5 matchs des points et de probabilité de victoire
pour le groupe traité et le groupe contrdle. La variable de temps est t et indique a quel nombre de match jusqu’au /

apres le traitement les observations se situent. Les tendances avant et aprés le traitement sont affichées sur le graphique.
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La Figure 2 montre d’abord que la courbe de moyenne de points du groupe traité est
inférieure a celle de la courbe du groupe contréle pour la majorité de la période. Nous
pouvons en déduire que les équipes qui font un changement ont des joueurs moins
productifs dans leur alignement. Nous remarquons également que la moyenne des points
du groupe controle reste assez stable, ce qui est anticipé puisqu’il n’y a pas de traitement
pour ce groupe. La courbe de tendance linéaire est faiblement croissante pour la période
prétraitement et faiblement décroissante aprés un changement. En ce qui concerne la
courbe du groupe traité, nous remarquons une baisse marquée de la moyenne de points
des matchs -25 a -21 et des matchs -17 a -6. La courbe de tendance linéaire nous indique
une baisse globale pour la période pré-traitement, ce qui est contraire a la courbe du
groupe non traité. L histoire est différente pour la période suivant un changement. Dés le
match -2, la courbe augmente jusqu’au match 6. Par la suite, malgré quelques baisses
mineures, la moyenne de points continue d’augmenter jusqu’a son apogée au match 20.
La tendance affichée sur le graphique est croissante, ce qui est contraire a la tendance
pré-traitement. L’hypothése qu’un nouvel entraineur apporte un choc positif sur la

production offensive des joueurs semble plausible.

La Figure 3 montre que les probabilités moyennes de victoire sont inférieures pour le
groupe trait¢ avant le changement. Ce constat est logique puisqu’habituellement, une
équipe qui congédie un entraineur a plus de difficult¢ a remporter des matchs. Nous
observons une tendance prétraitement négative pour le groupe traité et aucune tendance
pour le groupe contrdle. A partir du match 0, la probabilité moyenne des traités grimpe
pour rejoindre celle du groupe non traité qui connait une petite baisse. Pour les 30 matchs
suivants, les deux courbes ont une tendance croissante et se croisent a multiples reprises.
Parfois, la probabilit¢ de gagner est plus élevée pour les équipes ayant changé
d’entraineur, parfois c’est le contraire. Le graphique confirme notre hypothése initiale
qu’engager un nouvel entraineur permet de remporter un plus grand nombre de victoires

a court terme.
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Le dernier ¢lément que nous voulons vérifier est I’influence d’avoir un entraineur de
qualité, selon le modéle AKM, sur la moyenne des points (Figure 4). Pour construire cette
figure, nous décomposons en deux la courbe de la moyenne de points du groupe traité,
observée dans la Figure 2. Nous voulons une courbe pour la portion du groupe traité avec
un entraineur de qualité et une courbe pour la portion sans un entraineur de qualité. La
courbe de la moyenne des points avec un entraineur de qualité¢ affiche de grandes
fluctuations & travers le temps. A certains moments, elle est supérieure & la courbe sans
un entraineur de qualité et a d’autres moments, elle est inférieure. Le graphique ne nous
permet pas d’affirmer qu’il y aurait un avantage significatif a engager un entraineur de

qualité.

Figure 4: Moyenne des points du groupe traité avec et sans un entraineur de qualité
(selon le modele AKM) en fonction du temps autour du traitement
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Notes : Le graphique illustre 1’évolution de la moyenne mobile de 5 matchs des points pour le groupe traité avec et sans
un entraineur de qualité selon le modéle AKM. La variable de temps est t et indique a quel nombre de match jusqu’au /
apres le traitement les observations se situent.
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Chapitre 5 : Méthodologie

Ce chapitre présente les différents modéles économétriques utilisés dans ce mémoire. De
plus, nous abordons les différentes variables présentes dans les modeles en plus
d’énoncer les hypothéses importantes a respecter lorsque vient le temps d’estimer les

modéles.

5.1 Contribution des entraineurs, caractéristiques et qualité

Premierement, nous voulons connaitre I’apport des entraineurs dans la productivité des
joueurs. Dans le contexte de la LNH, plusieurs facteurs peuvent expliquer la qualité de
jeu des individus. Nous pouvons penser a la santé physique, la santé mentale, la qualité
des coéquipiers et le talent individuel. Il y a aussi I’entraineur qui doit tirer le maximum
de chaque joueur dans un contexte d’équipe. Il est naturel de penser que les meilleurs
entraineurs dirigent des joueurs plus performants sous leurs ordres. Il serait utile de
quantifier I’impact des entraineurs ainsi que d’identifier lesquels sont plus efficaces. Le
premier modele économétrique est basé sur celui utilisé par Abowd, Kramarz, et Margolis

(1999) :

Yiet = Bo+ B1Xiet + 0i + Yo + 11 + Eier. (1)

La variable dépendante Y;,; représente le nombre de points pour chaque individu i, avec
I’entraineur e au temps ¢ X;,; est ’ensemble des contrdles qui sont composés des
variables temps de jeu et domicile;,; (=1 si I’équipe joue a la maison). 8; est la matrice
d’effet fixe des joueurs. Cette matrice englobe les différentes combinaisons de joueurs,
équipes des joueurs et équipes adverses. La matrice d’effet fixe des joueurs utilise ces
combinaisons pour isoler I’efficacité de chaque joueur a produire des points. En d’autres

mots, elle permet d’obtenir une variable mesurant le talent des individus. Ainsi, I’effet
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fixe des entraineurs 1P, a comme role de déterminer I’impact des entraineurs sur la
production individuelle sachant le niveau de talent des joueurs. /; est I’indicateur pour la
matrice d’effets fixes de temps. La matrice contient les variables suivantes : dates, saisons
(ex.: 2021-2022), numérotation des matchs a I’intérieur d’une saison (ex.: 1 a 82) et
numérotation cumulative des matchs a travers les saisons. Cette derniére variable permet
de connaitre le nombre de matchs total joué pour I’ensemble des saisons. Par exemple, le
premier match de la deuxiéme saison correspond au match cumulatif 83. L’estimation de
I’effet fixe d’entraineurs permet de trouver ceux qui sont de meilleure qualité, c’est-a-dire
ceux qui ont un effet supérieur a la médiane. Ce qui nous intéresse au sujet du modele
AKM est de déterminer quels sont les entraineurs qui se démarquent par rapport aux
autres. Dans le contexte de nos données, un bon entraineur est un individu qui réussit a
augmenter la production de points de ses joueurs. Sur Stata, la commande felsdvreg
(Cornelissen, 2008) est utilisée pour estimer le modele. La commande permet de
déterminer I'impact de deux effets fixes de grande dimension a travers la mobilité des
joueurs. Puisque nous avons des individus jouant sous les ordres de plusieurs entraineurs,
felsdvreg peut déterminer 1’effet des entraineurs et des joueurs en séparant les données en
plusieurs groupes. Un joueur est reli€¢ a un autre joueur de son groupe s’il a déja eu le
méme entralneur au méme moment. Les effets sont calculés a I’intérieur de chaque
groupe et sont construits seulement pour les joueurs et les entraineurs qui changent
d’équipe, ce qui est le cas pour presque tout le monde dans notre situation (seuls
Colorado, Pittsburgh et Tampa Bay ont gardé le méme entraineur pour I’entiereté de la
période). La premiere hypothése a assumer pour ce modele est que la partie inobservable
de nos deux effets fixes est corrélée avec la partie observable (Paradisi, 2024). On

décompose les termes 6; et Y, de la fagon suivante :
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0= a;+q¢ (2)
Y = 7, t pen (3)

Sous I'hypothése que Cov (g;, @) = Cov (pe, 7,) = 0 (absence de corrélation lineaire

entre les variables explicatives), nous pouvons étudier 1’effet des caractéristiques
observables sur les caractéristiques inobservables. Dans le cas qui nous intéresse, nous
cherchons a valider certaines caractéristiques communes pouvant qualifier un entraineur
de bonne qualité. La deuxiéme hypothése pour ce type de modele concerne la mobilité
des travailleurs ou des joueurs dans notre cas. Comme mentionné auparavant, les effets
fixes sont identifiables grace aux multiples mouvements des joueurs dans les équipes.
Selon Paradisi (s.d.), il faut présumer que le mouvement n’est pas corrélé avec la portion
inobservable des effets. Le fait que les joueurs changent d’équipe ne doit pas étre en lien
avec les impondérables qui leur sont attribués (leur talent, leur leadership, 1’individu en
tant que tel). Nous posons cette hypotheése dans le cadre de ce mémoire. Cette hypothese
¢tant une limitation dans ce mémoire, elle pourrait étre explorée dans le cadre de futures

recherches.

5.2 Changements d’entraineur

Apres avoir identifié la contribution des entraineurs et ceux qui sont supérieurs a la
médiane selon le modele, nous voulons comprendre I’impact d’un changement
d’entraineur sur la productivité¢ des individus. Le modele qui permet de comprendre
I’impact d’un changement d’entraineur est le suivant et s’inspire du modéele développé
par Gormley and Matsa (2011). Ce qui est différent avec notre équation est que 1’indice i
correspond aux joueurs et non aux entreprises, tandis que 1’indice j correspond aux
équipes et non aux industries. Nous remplacons 1’indice ¢ de cohorte par un indice s

d’événement. Nous ajoutons également des effets fixes de temps et de joueurs,
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contrairement aux auteurs qui n'incluent que les effets fixes d’interaction temps-cohorte

et firme-cohorte. Notre modeéle est le suivant :

Yist = Bo+ PiXise + B, (aprés_traitement);s + 2 + [t + Djs + A + £i5¢ (4)

La variable dépendante Y,y est le nombre de points produits par le joueur i au temps t,
provenant de 1’événement s. Chaque changement d’entraineur correspond a un
événement et I’indice s indique le changement attribué a une observation. La méthode de
doubles différences employée est caractérisée par plusieurs traitements a des périodes
différentes. En tout, il y a 52 changements d’entraineur pour la période couverte par les
données (six saisons, de 2017-2018 a 2022-2023). Nous utilisons la base de données
Stack pour les modéles de doubles différences. Le nombre d’observations augmente
comparativement a notre base de données initiale et 9 nouvelles variables sont ajoutées

au modele:

t : écart de temps, en nombre de matchs, entre I’observation et le changement;

e apres traitement : variable d’intérét indiquant I’effet général du traitement;

o ¢événement : identifie le changement duquel provient chaque observation;

e qualité . variable prenant la valeur de 1 si le modéle AKM indique que
I’entraineur est supérieur a la médiane

e LI, L2, L3 : contrdles pour le nombre de défaites dans les 5, 10 et 15 derniéres
parties;

e classement : nombre de points accumulés au classement;

e rang : position de 1I’équipe dans le classement général (de 1 a 32).

La variable événement est un effet fixe introduit pour identifier de quelle base de données
provient une observation (de 1 a 52). Dans le modele décrit par 1’équation (4), nous
retrouvons les variables domicile et temps de jeu englobées par X;s;. Nous notons 1’ajout
des variables LI, L2, L3, classement et rang dans X;i. Egalement, nous avons les

matrices d’effets fixes de joueurs et de temps (2 et/;. La variable
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(apres_traitement);q,; est I’effet du traitement sur les traités et la variable d’intérét du
modele. Le symbole @ est Ieffet fixe provenant de Iinteraction entre les variables
équipe et événement. L’interaction n’est pas effectuée avec la variable joueur parce qu’un
changement d’entraineur se fait au niveau des équipes. Cet effet fixe contréle pour la
variable binaire traitement que nous retrouvons habituellement dans les modéles de
doubles différences classiques. Cette variable est habituellement égale a un lorsque
I’observation concerne un membre du groupe trait€. Méme chose pour I’effet fixe
d’interaction entre notre variable de temps et événement Ay, qui agit comme variable
apres. La variable aprés prend la valeur de 1 si 1’observation est apres le traitement.
Puisqu’il y a des écarts de temps entre les matchs et les saisons, nous utilisons la variable
match comme variable de temps principale. En utilisant le numéro de match cumulatif a
travers les saisons, il est plus facile de construire la fenétre de temps désirée. Par
exemple, si le traitement a lieu au match 400, nous gardons les observations pour les

matchs 370 a 430.

Pour notre travail, le nombre de points au classement est calculé en multipliant le nombre
de victoires accumulées a I’intérieur de la saison et le nombre de points attribués a une
victoire, soit deux. Notre classement n’est pas exactement le méme que le classement
officiel de la LNH, puisqu’un point est habituellement attribué pour les défaites en temps
supplémentaire. Dans notre cas, les données ne nous permettent pas de savoir si une joute
s’est terminée en temps réglementaire, ce qui explique pourquoi nous n’utilisons pas le
classement officiel. Pour simplifier, nous faisons 1’hypothése que tous les matchs ayant

terminé avec un but d’écart se sont décidés en trois périodes de jeu.

Auparavant, il a ét¢é mentionné que le colt associé a un changement d’entraineur est
important. Les dirigeants sont parfois préts a dépenser beaucoup d’argent pour remettre
leur équipe sur la bonne voie. Le plafond salarial limite I’avantage des équipes aisées
dans le cas de I’acquisition de bons joueurs. C’est pourquoi Kaplan (2022) mentionne que
les équipes riches investissent beaucoup d’argent dans leur personnel d’opérations
hockey et dans leurs installations pour se donner un avantage compétitif. Habituellement,

les équipes décident d’embaucher un entraineur qui, selon elles, est le meilleur
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disponible. Plus un entraineur est réputé pour son expertise, plus il est convoité par un
grand nombre d’équipes, ce qui augmente sa valeur. Nous pouvons donc nous demander
s’il vaut la peine pour les dirigeants de débourser une grande somme d’argent pour un
entraineur de grande qualité. Pour tenter de répondre a cette question, nous combinons

les deux modeles précédents pour obtenir I’équation suivante :

Yist = Bo + B1Xise + B2 (apres traitement);s + Pz (apres traitementXqualité);s +6; +
I+ Qg+ Aes + €t ®)

Le modéle est similaire a celui illustré précédemment. Ce qui change est 1’introduction de
la variable qualité dans X;g;. Cette variable binaire est égale a un si ’entraineur a un
impact supérieur a la médiane selon le modeéle AKM. Notre variable d’intérét ici est
apres traitementXqualité puisqu’elle indique ’effet du traitement sur les traités lorsque
I’entraineur embauché est considéré de grande qualité relativement aux entraineurs de
moins bonne qualité. Selon la définition d’un entraineur de qualité établie, 23 des 52

changements (44,23%) impliquent I’embauche d’un bon entraineur.

Jusqu’a présent, pour évaluer I’impact d’un changement d’entraineur, les points produits
par joueur ont été utilisés. Il est vrai que de bons résultats individuels peuvent se
convertir en de bons résultats collectifs. Cependant, ce n’est pas nécessairement toujours
le cas. Le nombre de points peut avoir augmenté sans avoir permis a 1’équipe d’avoir
remporté plus de parties. En plus des points amassé€s par les joueurs, nous voulons
estimer les régressions sur des variables d’équipe dans la section des résultats. Les
€quations associées aux régressions des équipes demeurent identiques aux équations (4)
et (5) moins les indices i de joueurs. Nous conservons seulement une observation par
équipe par match pour que les unités d’observation deviennent a 1’échelle des équipes j.
Notre base de données ne contient pas de statistiques de performances collectives. Un
moyen d’analyser du point de vue collectif est de créer trois nouvelles variables : le

nombre de buts marqués par équipe (la somme des buts des joueurs d’une équipe), le
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nombre de buts accordés par équipe (la somme des buts des joueurs de 1’équipe adverse)

et le différentiel (la différence entre les buts marqués et les buts accordés).

Quatre hypothéses doivent étre respectées pour s’assurer que les coefficients des modeles
de doubles différences ne soient pas biaisés. Premi¢rement, il ne doit pas avoir d’effet de
contamination, c’est-a-dire que le traitement ne doit pas avoir d’impact sur le groupe
contrble. Il est également important que le traitement soit attribué de manicre aléatoire
conditionnellement aux variables controles et aux effets fixes. L’hypothese des tendances
paralleles découle de ce principe. S’il y a absence de traitement, la différence entre le
groupe traité et le groupe controle reste constante dans le temps. Une différence non
constante dans le temps peut avoir comme répercussion de sous-estimer ou de surestimer
I’effet d’un traitement. Nous devons aussi nous assurer que 1’effet mesuré ne découle pas
d’un autre traitement appliqué simultanément. Par exemple, il se peut qu’un
gouvernement applique plusieurs nouvelles lois & la méme date. Un contexte similaire
dans le monde du hockey est lorsqu’un nouvel entraineur est embauché a la suite de
I’arrivée d’un nouveau directeur général. En plus de D’effet provoqué par un nouvel
entraineur, il pourrait également y avoir un effet positif di au nouveau gestionnaire. Il
faut étre prudent lorsque nous évaluons le changement d’une variable a la suite d’un tel
événement, puisqu’il se peut que 1’évolution de la variable en question soit influencée par
plus d’un changement. La derni¢re hypothese est une hypothese d’absence d’anticipation
(Roth, Sant’Anna, Bilinski et Poe, 2023). Nous supposons que les agents ne changent pas
de comportement juste avant 1’implantation du traitement, c’est-a-dire que 1’impact du
traitement commence seulement aprés sa mise en place. Cette hypothése n’est pas
problématique considérant que les joueurs ne sont pas avertis qu’il y a un changement
d’entraineur, ce qui diminue les probabilités que leur comportement soit affecté par le

traitement avant son arrivée.

Les hypothéses les plus aptes a ne pas étre respectées sont celles de contamination, de

tendances paralleles et de multiples traitements. Il y a un risque de contamination puisque

> Ilestanoter que nous devons enlever la variable entraineur de la matrice d’effet fixe d’équipe 6;

puisqu’il y a de la colinéarité entre les variables entraineur équipe.
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les résultats des équipes traitées peuvent affecter ceux du groupe contrdle. En effet, il
n’est pas rare de voir deux équipes s’affronter malgré le fait qu’elles ne soient pas dans le
méme groupe. En ce qui concerne I’hypothése des tendances paralléles, nous avons
observé dans la Figure 2 du Chapitre 4 que les tendances prétraitement sont différentes
pour le groupe traité¢ et le groupe controle. Puisqu’un congédiement d’entraineur est
habituellement un événement non aléatoire qui survient majoritairement a la suite de
mauvaises performances, les probabilités d’observer des performances a la baisse avant le
choc sont élevées. En dernier lieu, il y a un risque de multiples traitements parce que
certains changements d’entraineur ont lieu a la suite d’un changement de directeur

général.

Pour tester I’hypothése de contamination, nous estimons une deuxiéme série de résultats
avec un nouveau groupe contrdle plus restreint ou nous retirons toutes les équipes ayant
affronté¢ 1’équipe traitée durant la période d’analyse. De cette facon, les résultats des
€quipes non traitées ne peuvent étre influencés par la performance des équipes traitées.
En ce qui concerne les tendances paralleles, nous utilisons un graphique d’étude
d’événement pour observer s’il y a présence de tendances prétraitement. Si tel est le cas,
I’hypothése n’est pas respectée. Pour tenter d’éliminer les tendances prétraitement
négatives du groupe traité, nous controlons pour les variables L1, L2, L3, classement et
rang. Ainsi, les résultats obtenus par nos régressions vont faire abstraction du nombre de
victoires dans les 5, 10 et 15 matchs précédents (LI, L2 et L3) en plus du nombre de
points et de la position au classement. Finalement, pour éliminer les multiples
traitements, nous ajoutons une variable binaire égale a 1 si un changement de directeur
général s’est effectué¢ pendant la période d’analyse. Nos résultats ne capteront donc pas

I’effet d’un changement de directeur.
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Chapitre 6 : Résultats et discussion

L’objectif de ce chapitre est de présenter les résultats des différents modeles. On
commence en abordant le modéle a deux grands effets fixes de style AKM pour ensuite

analyser les résultats des doubles différences.

6.1 Modéele AKM

Le Tableau 4 présente les groupes formés pour calculer les effets de joueurs et
entraineurs. Ces effets sont estimés en comparant les individus qui sont reliés entre eux.
Deux individus sont reliés lorsqu’ils ont évolué pour le méme entraineur, pas
nécessairement au méme moment. Dans notre cas, si un joueur A et un joueur B ont
évolué sous les ordres de I’entraineur X, ils sont liés. Si le joueur B a également eu
I’entraineur Y, tout comme un autre joueur C, les joueurs A, B et C font partie du méme
groupe. La mobilité des joueurs et entraineurs permet de lier les individus et ainsi de
former des groupes. Les effets joueurs et entraineurs sont calculés a ’intérieur de chaque
groupe. Par exemple, pour chaque groupe formé, un individu sert de référence pour la
comparaison. Nous remarquons la formation d’un seul groupe, ce qui signifie que tous les
joueurs et tous les entraineurs de notre base de données sont comparés les uns aux autres.
Nous présentons également la contribution des variables controles dans la détermination
de la variable dépendante. La contribution d’une variable est obtenue en calculant sa
covariance avec la variable point et en divisant ce résultat par la variance de points. La
contribution est définie comme la proportion dans laquelle une variable indépendante
explique une variable dépendante, exprimée en pourcentage. Dans notre cas, la variable
dépendante est points. Le Tableau 5 de la page suivante présente la contribution des

variables explicatives dans la production de points.
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Tableau 4: Groupes de firmes reliés par 1a mobilité des joueurs et des entraineurs

) Joueurs
Groupes Observations Joueurs ' Entraineurs
mobiles
1 255,551 1,568 1055 65
Total 255,551 1,568 1055 65

Notes : Ce tableau nous indique le nombre de groupes créés par la commande felsdvreg. La formation d’un groupe
requiert que tous les joueurs d’un méme groupe soient connectés entre eux. Deux joueurs sont connectés s’ils ont joué
pour le méme entraineur. Nous avons aussi des informations sur les groupes : le nombre d’observations, le nombre de
joueurs, le nombre de joueurs mobiles et le nombre d’entraineurs. Les joueurs mobiles sont les individus qui ont changé

d’entraineur.

Tableau 5: Contribution des variables explicatives dans la production de points

Variables Contribution
Contrdles .044
Effet de joueurs .104
Effet d’entraineur .001
Résidus 851

Notes : Le tableau nous donne la contribution des différents effets et variables dans la production individuelle des
points. Nous avons de 1’information sur la contribution des variables contrdles, de 1’effet joueur, de I’effet entraineur et

des résidus. Par exemple, nous voyons que I’effet joueur explique 10,4% de la variable points.

L’ensemble des contrles inclus dans le modele expliquent environ 4,4 % de la
production de points, tandis que ’effet des joueurs explique environ 10,4 %. En ce qui
concerne 1’effet des entraineurs, nous remarquons qu’il explique seulement 0,1 % de la
production. Le modele indique qu’un entraineur n’a pas un grand role a jouer dans la
production individuelle d’un joueur. Le résidu, c’est-a-dire la portion non observée dans
le modele, est responsable de 85,1 % de la production de points des joueurs. Le résidu est
compos¢ de nombreux facteurs difficilement captés par les données disponibles. Nous
pouvons notamment penser aux coéquipiers présents sur la glace en méme temps qu’un

individu, les adversaires qu’il affronte a chaque présence, les blessures, la situation
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personnelle et le facteur chance (batons brisés, poteaux frappés). Finalement, nous
cherchons a savoir quels sont les entraineurs qui sont supérieurs a la médiane. Le Tableau
A2 en annexe présente les entraineurs et leur classement par rapport a la médiane, en
ordre décroissant. Tous les entraineurs ayant une valeur supérieure a 0 sont considérés de
bonne qualité (qualit¢e = 1). Pour avoir une idée de I’effet des caractéristiques des
entraineurs sur leur performance, nous effectuons une régression des variables sur 1’effet
d’entraineur. Les 2 seules variables de caractéristiques d’entralneur que nous avons
inclus dans la base de données sont ancien joueur et expérience. Les résultats sont

présentés en écart-type par rapport a la moyenne dans le Tableau 6 suivant.

Tableau 6: Résultats de la régression des caractéristiques d'entraineurs sur 1'effet

des entraineurs (en écart-type par rapport a la moyenne)

(1)
Effet entraineur

Ancien joueur .845
Expérience -.808
Constante 113
Moyenne -.058
Observations 65
R-carré .022

Notes: *** p<.01, ** p<.05, * p<.1.

Le tableau illustre les résultats de la régression de 1’effet d’entraineur sur les caractéristiques d’entraineur ancien joueur
et expérience. Les coefficients ne sont pas significatifs et sont présentés en écart-type par rapport a la moyenne. Le fait
d’étre un ancien joueur augmente ’effet entraineur de .845 écart-type par rapport a la moyenne tandis que le fait

d’avoir de ’expérience diminue 1’effet entraineur de .808 écart-type par rapport a la moyenne.

Ces résultats suggerent qu'un entraineur qui a déja joué dans la LNH puisse améliorer
I’effet entraineur de 0,845 écart-type par rapport a la moyenne. En d’autres mots,
I’impact d’un entraineur deviendrait positif lorsque celui-ci est un ancien joueur, ce qui
va dans le méme sens que ce que nous avons observé graphiquement au Chapitre 4. En ce

qui concerne la variable expérience, le coefficient obtenu est négatif. Avec un entraineur
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ayant de I’expérience derriére un banc de la LNH, I’effet entraineur semble diminuer de
0,808 écart-type par rapport a la moyenne. Il ne serait pas nécessairement avantageux
d’engager un entraineur expérimenté selon ce modele. Puisque les coefficients obtenus
pour les deux variables ne sont pas significatifs, il est impossible de conclure que ces

caractéristiques influencent ou non 1’effet entraineur.

6.2 Modeéles de doubles différences

Nous nous intéressons maintenant aux résultats des modeles de doubles différences. Ces
mode¢les ont comme but de nous informer sur I’impact d’une substitution d’un entraineur.
Les résultats des régressions pour ces modeles sont présentés dans le Tableau 7. Les
deux premiéres colonnes illustrent les résultats lorsqu’on utilise la variable points comme
variable dépendante, comme nous avions fait a la Figure 2. Pour ce qui est des colonnes 3
et 4, la variable déterminée est la variable victoire. Cette variable est égale a 1 si I’équipe
a remporté la partie (différentiel supérieur a 0). Nous voulons confirmer ou infirmer les
tendances de la probabilité de victoire observées dans la Figure 3 pour la période apres le
traitement. Les colonnes 2 et 4 contiennent les résultats de la variable d’interaction apres
traitementXqualité. Cette variable indique I’impact d’un changement d’entraineur lorsque
ce dernier est considéré de bonne qualité par le modéle AKM, par rapport a un de moins

bonne qualité.

Concernant les différentes variables controles, les variables temps de jeu, domicile et
qualité sont incluses dans les modeles. Pour les quatre régressions, ces variables ont un
impact positif et significatif a 1 %. Les résultats vont dans le sens anticipé. Plus de temps
de glace donne plus d’opportunités a un joueur de se faire valoir et il est plus facile de
jouer devant ses partisans, surtout considérant que les entraineurs possedent le dernier
changement. Selon Hockey Canada, le dernier changement signifie que lorsqu’il y a un
arrét de jeu, c’est 1’équipe visiteuse qui doit envoyer ses joueurs en premier sur la
patinoire. L’équipe locale a donc I’avantage de décider quels joueurs vont affronter ceux
de I’autre équipe déja sur la surface de jeu. Par exemple, un entraineur peut envoyer ses

meilleurs joueurs contre les moins bons joueurs de 1’équipe adverse. Nous pouvons aussi
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penser que I’énergie de la foule est un avantage. Pour ce qui est de la variable qualite, les
entraineurs de qualité selon le AKM, sont ceux qui réussissent a augmenter la production
des points. Le fait que la variable ait un coefficient positif et significatif va de pair avec
cette affirmation. Donc, qualité a un effet de niveau, mais pas sur le changement. Nous
controlons également pour le nombre de défaites dans les 5, 10 et 15 derniers matchs (L1,
L2 et L3). Les coefficients sont aussi positifs et significatifs a 1 %. Les joueurs semblent
donc rebondir a la suite de mauvaises séquences de défaites. Finalement, nous incluons
les variables classement et rang. Les résultats démontrent qu’un point additionnel
collectif et qu’une glissade d’un rang au classement baissent le rendement. Ce qui semble
logique considérant qu’un joueur dans une organisation en difficulté peut étre porté a

créer moins d’offensive. Voici les résultats des variables d’intérét principales.

Tableau 7: Résultats des régressions des modéles de doubles différences

(1 2 3 4)
Points Points Victoire Victoire
Apres traitement 012%%* .013 07 1%%* 078***
(.006) (.009) (.017) (.023)
Apres traitementXqualité -.003 -.026
(.015) (.043)
Moyenne 457 457 547 .547
Observations 1316995 1316995 71033 71033
R-carré 175 175 218 218

Notes : *** p<.01, ** p<.05, * p<.I

Le tableau affiche les résultats des régressions des modeles de doubles différences. Les variables
dépendantes sont points et victoire. Les colonnes 2 et 4 contiennent les résultats de 1’effet de traitement
interagi avec la variable qualité. Cet effet d’interaction représente I’impact d’un changement d’entraineur

lorsque la personne engagée est supérieure a la médiane selon notre modéle AKM.
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Une facon d’analyser I’impact d’un changement d’entraineur sur la performance globale
d’une équipe est d’utiliser la variable différentiel. Une équipe avec un différentiel positif
signifie qu’elle a inscrit plus de buts que son adversaire. Cette variable permet de prendre
en compte les performances offensive et défensive d’une équipe. Nous utilisons
différentiel pour créer la variable victoire nous indiquant si une équipe a obtenu une
victoire pour un match donné. Les colonnes 3 et 4 du Tableau 7 présentent les résultats
avec la variable dépendante victoire. Le coefficient apres traitement est positif et
significatif a 1 % pour la régression 3. Changer d’entraineur augmenterait les chances de
gagner d’en moyenne 7,1 points de pourcentage. Les probabilités de remporter une partie
grimpent de 54,7 % a 61,8 %, soit une augmentation de 13 %. Nous avons un résultat de
7,8 points de pourcentage pour la régression de la colonne 4, ce qui est encore plus
important. [’effet d’embaucher un entraineur de qualité est négatif et non significatif.
Malgré le fait que changer d’entraineur ait un effet significatif, engager un entraineur de
haut niveau ne semble pas apporter un avantage en ce qui concerne les probabilités de
remporter une partie. Nous constatons que changer d’entraineur apporte une amélioration
des résultats globaux des équipes traitées sur une période de 30 matchs, et ce, peu

importe si ’entraineur est qualifié ou non.

Bien que nous ayons déja des résultats sur la performance globale, nous voulons savoir si
les performances individuelles sont aussi influencées. Les deux premieres colonnes du
Tableau 7 contiennent les coefficients qui affectent la variable points. La variable
d’intérét apres traitement a un coefficient positif et significatif a 5 % pour la premiére
régression. Sur une période de 30 matchs apres un changement d’entraineur, le nombre de
points par match augmente de 0,012 unité en moyenne. La moyenne de points inscrits
passe alors de 0,457 a 0,469, soit une augmentation de 2,6 %. Ce qu’on peut tirer de ce
résultat est que le congédiement d’un entraineur apporte habituellement un choc positif
sur la performance offensive individuelle des joueurs d’une équipe. En ajoutant la
variable qualité et son interaction avec apres traitement, nous obtenons des résultats tres
similaires pour la variable apres traitement (0,013). Cependant, le coefficient du terme

apres traitementXqualité demeure faible, non significatif et négatif.
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Il serait intéressant d’analyser 1’évolution de I’effet de traitement sur la performance
globale des équipes. Nous voulons savoir si I’impact d’un changement est positif pour la
totalité des 30 matchs suivant le choc. Ce qui nous permet d’atteindre notre objectif est
I’utilisation d’une étude d’événement. Nous utilisons cette méthode pour décomposer
I’effet de traitement (la variable d’intérét aprés traitement) sur la variable victoire a
travers le temps. La variable de temps employée est la variable ¢ indiquant & combien de
matchs une observation se situe d’un changement. Puisqu’il y a énormément de
fluctuation d’un match a un autre, nous séparons les matchs en groupes de 5. Par
exemple, les 5 premiers matchs aprés une substitution prennent la valeur de 0 pour la
variable ¢. Le Graphique 5 nous indique qu’il ne semble pas avoir d’essoufflement de
I’effet de traitement pour les 30 premiers matchs suivant le changement. Les coefficients
obtenus pour cette période sont tous positifs. Cependant, seul deux des six coefficients
sont significatifs a 5 % et donc, différents de 0 a ce niveau. Une autre utilité¢ de cet outil
est de vérifier I’hypothese des tendances paralleles. Nous voulons nous assurer qu’il n’y
ait pas de prétendances dans les données pour la période avant le traitement. L’hypothese
est respectée si les coefficients obtenus ne sont pas significatifs. Dans notre cas, les
coefficients ne sont pas significatifs avant le traitement. Aucun point prétraitement ne
semble significativement différent de zéro. De plus, ils prennent une valeur pres de 0,
surtout pour les 10 matchs avant le changement. Nous ne pouvons donc pas conclure
qu’il y a une différence entre le groupe traité et contrdle, ce qui peut servir d’argument
pour confirmer I’hypothése des tendances paralleles. Cette conclusion est différente de ce
que nous avons vu dans le Graphique 3 (Chapitre 4). En analysant les statistiques
sommaires de nos données, nous avions observé une importante différence de tendance
entre les groupes traité et contréle pour la période pré-traitement. En effet, la probabilité
de gagner une partie était a la baisse avant un changement d’entraineur pour les équipes
traitées. Selon le Graphique 5, I’ajout de nos variables controles dans le modéle a permis

d’¢liminer les différences entre les deux groupes.
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Figure 5: Résultats de I’étude d'événement de I’impact d’un changement

d’entraineur sur la variable victoire
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Notes: Le graphique est une étude d’événement décomposant I’effet du traitement (aprés traitement) dans
le temps. La variable déterminée est la variable victoire. La variable de temps employée est la variable t
(match jusqu’au / aprés le changement). Les matchs sont séparés en groupes de 5. Par exemple, les 5

premiers matchs aprés une substitution prennent la valeur de 0 pour la variable t.

6.3 : Robustesse des résultats

Le but de cette section est de vérifier si les hypotheses du modéle de doubles différences
sont respectées. La premicre hypothese testée est celle des tendances paralleles. Comme
nous venons de voir, le moyen employé pour valider les résultats est une représentation
graphique d’étude d’événements. Cette méthode nous permet d’identifier visuellement la
présence de tendances avant le traitement. S’il y a absence de tendances, nous pouvons
affirmer que le groupe traité aurait gardé une différence constante dans le temps par
rapport au groupe contréle. Ce constat implique que le traitement est attribué de fagcon
aléatoire. Dans le cas qui nous concerne, un changement d’entraineur n’est

habituellement pas un événement qui se produit de fagon aléatoire. Une équipe

37



connaissant du succes va rarement effectuer une substitution. L’entraineur peut lui-méme
décider de ne pas revenir a la barre d’une équipe ou il peut quitter I’équipe pour des
raisons personnelles (familiales, santé, etc.), mais ce sont des exceptions. McIndoe (2018)
évoque des exemples d'entraineurs de la LNH qui ont quitté leur poste de manicre
inattendue, souvent en raison de pressions ou de choix personnels. Seuls 10 entraineurs

sont identifiés depuis 1992.

La cause premiere d’un changement est un congédiement. Habituellement, une telle
action est expliquée par des résultats en dessous des attentes de la direction. Cela pourrait
impacter notre analyse si nous observons des tendances négatives pour les équipes
traitées avant le traitement. Effectivement, le groupe traité est comparé a des équipes
n’éprouvant pas nécessairement de difficultés. L’inclusion de nos variables controles
semble suffisante pour rendre les groupes comparables, étant donné 1’é¢tude d’événement

(Figure 5).

Une autre hypothese a respecter est qu’il ne doit pas avoir d’effet de contamination. Dans
notre situation, il ne faut pas que les équipes du groupe controle soient affectées par
I’effet de traitement. Dans nos estimations initiales, le groupe contrdle est composé des
équipes n’ayant pas fait de changement d’entraineur pendant la fenétre de temps établie.
Un inconvénient de cette approche est qu’il y a la présence de parties ou des équipes
traitées affrontent des équipes non traitées. Dans le Tableau 8, nous estimons a nouveau
les modéles, mais avec un groupe controle plus strict. Pour une équipe traitée donnée, en
plus d’enlever les autres équipes qui ont fait un changement d’entraineur, nous enlevons
¢galement toutes les équipes ayant affronté I’équipe traitée, et ce, pour les 52 traitements
différents. Puisque les équipes affrontent plus souvent des adversaires de la méme
division, cette restriction revient a comparer davantage les traités a des équipes hors
division. Ainsi, nous €éliminons les parties ou il pourrait y avoir un effet de contamination.
Nous voulons aussi vérifier [’hypotheése d’absence de politiques confondantes. 1l faut
s’assurer qu’un autre traitement n’interfére pas dans notre estimation. Du coté des
changements d’entraineur, nous avons identifi¢ un autre changement pouvant affecter la

performance des joueurs et des équipes. Une substitution du directeur général peut
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parfois survenir quelques jours ou quelques semaines avant une substitution d’entraineur,
car un nouveau directeur général engage habituellement un nouvel entraineur aprés sa
nomination. Dans les régressions du Tableau 8, nous controlons également pour la
variable binaire dg indiquant s’il y a eu un nouveau directeur général durant la période

d’étude.

La derniére hypothése a poser est I’absence d’anticipation de la part des individus. Le
comportement des agents ne doit pas étre différent, considérant qu’ils envisagent I’arrivée
d’une loi ou d’un choc. Nous n’avons pas trouvé de facon de prouver cette hypothése sur
le plan pratique. Il y a cependant un argumentaire favorable a la validité de I’hypothese
dans notre cas. Le congédiement d’un entraineur n’est pas un événement prévu. Les
joueurs ne se font pas annoncer qu’ils auront un nouvel entraineur, ce qui veut dire qu’ils
ne peuvent pas adapter leur comportement en conséquence. Cependant, il est vrai qu’un
congédiement peut étre anticipé a court et moyen terme. Une équipe connaissant une
mauvaise séquence peut s’attendre a un changement. Il est valable de penser que les
joueurs peuvent réduire volontairement leur qualité de jeu dans le but de voir leur
entraineur perdre son emploi. Il est clair que ce type de situation est déja arrivé dans
certaines équipes. Les athletes professionnels sont fiers et compétitifs, ce qui nous amene
a penser que, pour la majorité des congédiements, les joueurs ont donné un maximum

d’effort. C’est pourquoi nous pouvons seulement supposer que cette hypothése tienne.
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Tableau 8: Résultats des régressions de doubles différences avec un groupe controle plus
stricte

(D (@) 3) “ (6]
Points Buts marqués Buts contre Différentiel Victoire
Aprés traitement -.004 .012 -239%%* 251% .063**
(.009) (.088) (.088) (13D (.026)
Moyenne 446 2.987 3.011 -.0233 532
Observations 232849 11661 11661 11661 11661
R-carré .198 404 415 406 406

Notes: *** p<.01, ** p<.05, * p<.1.

Le tableau indique les résultats des régressions des modeles de doubles différences avec un groupe contréle plus
restreint. Les équipes qui ont affronté les équipes traitées sont exclues du groupe contrdle. Nous contrdlons aussi pour
la variable dg. Les résultats présentés sont les coefficients de I’effet de traitement (aprés_traitement) sur les variables de
performance suivantes : points, buts marqués, buts contre, différentiel et victoire. Les résultats demeurent similaires a
ceux obtenus initialement dans le Tableau 7. Le seul résultat différent est pour la variable points. Le coefficient n’est
plus significatif et il est maintenant de signe négatif. En revanche, bien que I’effet soit négatif, il est infime. Nous
notons que 1’effet de traitement sur les variables buts contres, différentiel et victoire est significatif. Les coefficients
sont de méme signe et semblables a ceux trouvés avec 1’estimation initiale. Les conclusions demeurent intactes.

Tableau 9 : Résultats des régressions de doubles différences avec un groupe controle plus
stricte et interactions avec la variable qualité (>= 75 percentiles)

1) ()] 3) “4) ©))
Points Buts marqués Buts contre Différentiel Victoire
aprés_traitement .004 .104 -.199 .303 .079**
(.012) (.124) (.125) (.185) (.036)
aprés_traitementXq -.021 -.244 -.107 -.136 -.040
ualité (.022) (:219) (.220) (:326) (.064)
Moyenne 446 2.987 3.011 -.0233 .532
Observations 232849 11661 11661 11661 11661
R-carré .198 404 415 406 406

Notes: *** p<.01, ** p<.05, * p<.1.

Le tableau indique les résultats des régressions des modeles de doubles différences avec un groupe contréle plus
restreint et les interactions avec la variable qualité. Les équipes qui ont affronté les équipes traitées sont exclues du
groupe contrdle. Nous controlons aussi pour la variable dg. Les résultats présentés sont les coefficients de I’effet de
traitement (aprés_traitement) et son interaction avec la qualité (aprés_traitementXquality) sur les variables de
performance suivantes : points, buts marqués, buts contre, différentiel et victoire. En utilisant une nouvelle variable
qualité ou qualité >= 75 percentiles, les résultats ne sont pas plus concluants pour apreés traitementXqualité. Le fait
d’engager un entraineur de qualité a un impact négatif et non significatif pour les 4 des 5 variables (points, buts
marqués, différentiel et victoire).
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Les résultats demeurent similaires a ceux obtenus initialement pour la variable d’intérét
apres traitement. Le seul résultat différent est pour la variable points. Le coefficient n’est
plus significatif et il est maintenant de signe négatif. En revanche, bien que I’effet soit
négatif, il est infime. Nous notons que I’effet de traitement sur les variables buts contre,
différentiel et victoire est significatif. Les coefficients sont de méme signe et semblables a
ceux trouveés avec 1’estimation initiale. Les conclusions demeurent intactes, ce qui ajoute
a la robustesse de nos résultats. Nous voulons aussi tester la robustesse des résultats pour
la variable d’interaction apres_traitementXqualité. Puisque nous n’avons pas eu de
résultats concluants dans les régressions initiales, nous utilisons maintenant une nouvelle
variable qualité égale a 1 si I’entraineur fait partie des 16 meilleurs entraineurs selon le
modele AKM (>= 75 percentiles). Ainsi, nous voulons vérifier si le fait d’engager un des
meilleurs entraineurs a un impact. Comme on le voit dans le Tableau 9, le fait d’engager
un bon entraineur a un effet négatif et non significatif sur 4 des 5 variables dépendantes
(points, buts marqués, différentiel et victoire). L’ effet est positif sur le nombre de buts

accordés (signe négatif), sans étre significatif.
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Chapitre 7 : Conclusions et recommandations

L’objectif principal de ce mémoire était de comprendre 1I’importance d’une gestion de
qualité dans les entreprises a travers la contribution d’un entraineur dans la performance
individuelle et collective des joueurs de la LNH. A partir des statistiques individuelles
des joueurs, nous voulions d’abord identifier les entraineurs les plus performants et
vérifier la pertinence de deux caractéristiques communes de plusieurs entraineurs : étre
un ancien joueur de la ligue et étre un entraineur d’expérience. A 1’aide d’un modéle de
type AKM, nous avons trouvé que 1’effet entraineur est responsable de seulement 0,1 %
des points inscrits par les joueurs. L’effet joueur a été¢ estimé a 10,4 %, tandis que les
contrdles inclus dans le modéle et les résidus contribuent a un total de 89,5 %. Par la
suite, nous avons estimé la régression des caractéristiques d’entraineur. Les coefficients
obtenus ne sont pas significatifs, nous ne pouvons donc pas conclure qu’étre un ancien
joueur et d’avoir de I’expérience impacte 1’effet d’entraineur. Cependant, nous pouvons
quand méme mentionner que, selon notre estimation, le fait d’étre un ancien joueur
semble impacter positivement I’effet entraineur de 0,845 écart-type par rapport a la
moyenne, tandis que le fait d’avoir de I’expérience semble diminuer 1’effet entraineur de
0,808 écart-type par rapport a la moyenne. Nous avons ensuite identifié les entraineurs
les plus performants et créé une variable qualité égale a 1 si I’entraineur est meilleur que

la médiane.

Nous voulions ensuite estimer I'impact d’un changement d’entraineur sur différentes
variables de performance individuelles et collectives. Nous utilisons un modele de
doubles différences échelonné ou nous incluons des effets fixes d’interaction entre les
variables événement et match ainsi que événement et équipe. Nos résultats suggerent
qu’un changement d’entraineur augmente en moyenne les probabilités de victoire de 7,1
points de pourcentage, soit une augmentation de 13 %. De plus, nous trouvons que la
production des joueurs augmente de 0,012 point par match sur une période de 30 matchs.
Ce coefficient représente une augmentation moyenne de 2,6 % et est significatif a un

niveau de 5 %. Nos estimations ne permettent pas de conclure qu’engager un entraineur
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de qualité a un effet significatif additionnel sur les variables de performance utilisées. Et
donc, le changement en tant que tel est plus important que I’entraineur. Ce constat est
surprenant considérant que notre modele AKM identifie les entraineurs générant plus de
points. Le fait que 1’effet entraineur explique un faible pourcentage de la production des
points peut étre une explication aux deux conclusions divergentes. L’effet des entraineurs
serait peut-étre plus visible sur une plus longue période d’analyse ou il est possible que
I’écart de qualité entre les bons et les moins bons entraineurs soit marginal. Ce mémoire
ne permet de pas de conclure qu'une gestion de personnel supérieure a la médiane
influence la performance des employés a la hausse. Cependant, nous trouvons qu’un

changement au niveau de la gestion apporte un effet positif a court terme.

Les résultats fournis par ce mémoire peuvent étre utiles dans la prise de décisions des
directeurs généraux de la LNH. Le premier aspect dans lequel notre étude est pertinente
concerne les critéres de sélection. Sur la base de nos résultats, nous recommandons aux
dirigeants de ne pas prioriser I’aspect expérience des entraineurs. En effet, nous avons
trouvé que cette caractéristique apporte en moyenne un impact négatif sur la performance
des joueurs. En contrepartie, nous suggérons de ne pas sous-estimer le bienfait qu’un
entraineur soit un ancien joueur de la LNH. L’expérience acquise en tant que joueur
semble avoir un effet positif sur la productivité d’un entraineur. Le deuxieme aspect de
notre mémoire pertinent pour les directeurs généraux est li€ aux congédiements. Notre
¢tude démontre qu’une substitution apporte une augmentation de la performance globale
sur au moins 30 parties. Nous recommandons ainsi aux gestionnaires d’utiliser cette
tactique afin de relancer leur équipe s’ils ressentent que le moment est venu d’agir.
Cependant, nous remarquons dans nos résultats qu’engager un entraineur de qualité n’a
pas d’impact significativement positif sur les performances individuelles et collectives.
La recommandation en lien avec ce constat est de ne pas nécessairement chercher a
engager le meilleur entraineur disponible si 1’objectif est de créer un choc de court terme,
surtout considérant que le processus est davantage coliteux si un meilleur entraineur est

embauché.
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Cette ¢tude comporte plusieurs limites. Pour la premicre partie de ce mémoire, il est
difficile d’inclure la totalit¢ des variables explicatives pour la production de points.
Malgré un nombre assez important de variables, le résidu obtenu explique 85 % du
nombre de points. Contrairement a des sports comme le baseball ot nous pouvons isoler
I’affrontement entre le lanceur et le frappeur, le hockey est un sport ou I’interaction entre
les joueurs est constante. Pour que le modele soit complet, il faudrait avoir des données
précises sur le temps de jeu de chaque individu. Nous aurions besoin du temps de jeu
selon chaque combinaison de coéquipiers et d’adversaires qu’un individu a cotoyés sur la
glace a chaque partie. Le nombre de combinaisons est élevé, considérant que les joueurs
changent de trio réguliérement, que ce soit en égalité numérique ou en situation d’unités
spéciales.* Aussi, un trio d’attaquants peut évoluer avec différents duos de défenseurs
durant un match. Nous devons aussi considérer tous les joueurs adverses dans 1’équation.
Une limite concernant notre modele de doubles différences est le fait qu’il est rare que le
traitement soit aléatoire. Une équipe effectuant un changement d’entraineur est
habituellement une équipe performant sous les attentes. Malgré 1’inclusion de variables
de performance prétraitement, il est difficile de confirmer a 100 % I’hypothése des

tendances paralleles.

La premiere recommandation pour des études futures est en lien avec le traitement non
aléatoire. Il pourrait étre intéressant d’analyser les performances des joueurs et des
équipes a la suite d’'un changement attribuable a une autre raison qu’un congédiement.
Par exemple, il arrive parfois qu’un entraineur doive s’absenter a la suite de problémes
personnels (santé, tragédie familiale, suspension). Ce type de changement est plus
aléatoire et peut affecter n’importe quelle équipe a tout moment. De plus, nous suggérons
que la qualité des entraineurs soit déterminée par d’autres variables que les points. Dans
notre modele AKM, les entraineurs qui ont un effet supérieur a la médiane sur le nombre
de points individuels produits sont considérés de qualité. Cependant, il est clair qu’il

existe d’autres options pour mesurer 1’efficacité des entraineurs. Par exemple, il pourrait

4 Une unité spéciale est une situation de jeu ot une des deux équipes écope d’une pénalité. Le résultat

implique une formation évoluant avec un joueur de moins sur la surface de jeu.
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étre envisageable d’utiliser des variables de performance individuelle défensive et de

performance collective, comme ceux employés dans nos modeles de doubles différences.
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Annexes

Tableau A1 : Description des variables et signes attendus

Nom de la
variable

Points

Buts

Buts
marqués
Buts
accordés

Différentiel
Saison
Equipe
Equipe
adverse

Entraineur

Joueur

Domicile

Temps de

jeu

Position
Match

saison

Match
Date

Type

Quantitative

Quantitative

Quantitative

Quantitative

Quantitative

Qualitative

Qualitative

Qualitative

Qualitative

Qualitative

Binaire

Quantitative

Qualitative

Qualitative

Qualitative

Qualitative

Description

Nombre de points inscrits
par un joueur

Nombre de buts inscrits par
un joueur

Nombre de buts inscrits par
équipe

Nombre de buts accordés
par équipe

Différence entre le nombre
de buts marqués et accordés
Identifiant de la saison
réguliere

Equipe du joueur

Equipe adverse

Entraineur a la barre de
I’équipe

Identifiant du joueur

Egale a 1 si I’équipe joue
dans son aréna

Temps de jeu du joueur

Position du joueur
Identifiant du match a
I’intérieur d’une saison (1 a

82)

Cumulatif des matchs

Date du match

Signe attendu

Variable expliquée

Variable expliquée

Variable expliquée

Variable expliquée

Variable expliquée

Positif pour les saisons ou le
nombre de buts est plus élevé
Positif pour les équipes de
qualité

Négatif pour les équipes de
qualité

Positif pour les entraineur de
qualité

Positif pour les joueurs offensifs
Positif, le match est plus facile a
la maison

Positif, plus le temps de jeu
augmente, plus le joueur a
d’opportunité  d’inscrire  des
points

Positif pour les attaquants
Positif pour les matchs en début
d’année et négatifs pour ceux en
fin d’année ou la fatigue et la
qualité de jeu augmentent

Effet fixe de temps

Effet fixe de temps
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Tableau A2: Effet de chaque entraineur par rapport a la médiane

Entraineur

Jay Woodcroft
Marc Crawford
Dave Tippett
Dean Evason
André Tourigny
Rick Tocchet
Jared Bednar
Doug Weight
Rod Brind’ Amour
Bruce Boudreau
Todd Reirden
Don Granato
Andrew Brunette
Ken Hitchcock
Claude Julien
Lindy Ruff
Mike Sullivan
Peter Laviolette
Guy Boucher
Travis Green
Jeremy Colliton
Darryl Sutter
Alain Nasreddine
D.J. Smith

Bob Murray
John Stevens
Randy Carlyle
Peter DeBoer
Lane Lambert
Jon Cooper
John Hynes

Bill Peters

Todd McLellan
Sheldon Keefe

Ecart par rapport a la médiane
2.783833
2.175248
1.971689
1.634204
1.307713
1.227302
1.018304
1.000793
0.924607
0.8507419
0.7503857
0.7021055
0.6290303
0.6181349
0.5644717
0.5756723
0.5250567
0.4744901
0.4284455
0.3380878
0.2953668
0.2865953
0.238545
0.2372108
0.2534744
0.1583591
0.1554815
0.1453569
0.112345
0.0492572
0.0375509
0.0801337
3.74e-16
-0.1037224
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Entraineur
Derek Lalonde
Barry Trotz

Jeff Blashill
Mike Babcock
Martin St. Louis
Gerard Gallant
Jim Montgomery
Dallas Eakin
David Quinn
Geoff Ward

Joel Quenneville
Paul Maurice
Dave Lowry
Rick Bowness
Phil Housley
Bruce Cassidy
Ralph Krueger
Willie Desjardins
Scott Gordon
Dave Hakstol
Dominic Ducharme
Luke Richardson
Glen Gulutzan
Derek King

Bob Boughner
Alain Vigneault
Brad Larsen
Ryan Huska
John Tortorella
Craig Berube
Mike Yeo

Ecart par rapport a la médiane
-0.2016915
-0.2096438
-0.2331215
-0.2690127
-0.2763757
-0.3103715
-0.3206515
-0.3887097
-0.3905738
-0.4766183
-0.5149586
-0.5246573
-0.601538
-0.6188675
-0.6429048
-0.6579229
-0.7368811
-0.7572072
-0.7574683
-0.7823255
-0.9041861
-0.9927842
-1.063474
-1.221258
-1.375121
-1.42389
-1.492242
-1.963365
-2.095162
-2.162023
-2.39559
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