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Résumé 

Force est de constater que personne ne peut nier lôimpact et lôimportante significative quôa 

démontré le commerce électronique, durant les moments difficiles et sans précédent, telles 

que celle vécue pendant la pandémie historique de la COVID-19. Bien que la transition 

vers le commerce électronique ne soit pas encore faisable ni évidente pour les 

consommateurs, particulièrement dans quelques pays en développement o½ lôacc¯s au 

commerce en ligne est limité, dans des économies plus développées, les consommateurs 

ont su bien profiter du commerce en ligne pour répondre à leurs besoins et à leurs désirs, 

vu la disponibilité de celui-ci. Cette croissance et cette multiplication impressionnantes 

des entreprises en ligne ont mené à un changement structurel dans le monde du commerce 

de détail, notamment en présentant des opportunités et des défis dans la prédiction de la 

demande, permettant ainsi dôoffrir les bons produits, aux bons prix, et une distribution 

aux bons endroits et dans des délais efficaces.   

Lôobjectif principal de ce m®moire est de proposer une structure m®thodologique 

permettant dôincorporer des donn®es externes, extraites particuli¯rement de Google 

Trends, dans lôexercice de pr®vision de ventes au d®tail, en tirant parti des techniques 

modernes de lôapprentissage automatique (machine learning). Afin d'®tudier la robustesse 

de Google Trends dans la prédiction des ventes, nous aurons recours à l'ensemble de 

données public brésilien du commerce électronique extraites du marché Olist, ainsi que 

les donn®es de Breakfast at the Frat de lôentreprise de science de données Dunnhumby. 

Ces données serviront à mener une expérience quantitative dans laquelle nous comparons 

les performances prédictives sur les prévisions de ventes des modèles suivants : a) le 

mod¯le de moyenne mobile autor®gressif int®gr® (SARIMA), b) lôoutil Facebook Prophet 

(FBProphet), c) lôalgorithme Extreme Gradient Boosting (XGBoost), et d) lôarchitecture 

de réseau neuronal artificiel La mémoire à courte durée (Long Short-Term 

Memory)(LSTM). La performance de ces modèles de prévision est comparée à un modèle 

naïf. Le code source de l'expérience est mis à la disposition du public et pourrait être 

adapt® dans de futurs projets. Par ailleurs, ¨ lôaide dôun simulateur, nous ®valuons les 

implications de la performance de la gestion des stocks des erreurs de prévision employées 
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dans le processus de gestion des stocks. Les résultats suggèrent qu'il n'y a pas de 

différences statistiquement significatives entre les prédictions faites par un modèle qui 

utilise uniquement un "dataset" de données réelles, et un modèle qui utilise des données 

réelles ainsi que les données fictives de Google Trends. Néanmoins, nous constatons que 

les prévisions sont plus précises lorsque les données réel et celles de Google Trends sont 

combinées pour prédire la demande de certains produits de vente au détail disponibles 

dans les donn®es r®el. Ainsi, afin de mesurer lôexactitude des prévisions, diverses mesures 

de performance ont été utilisées. Finalement, les résultats impliquent que les modèles qui 

produisent des prévisions de demande plus proches de la moyenne et avec une erreur de 

prévision plus faible, ont un impact positif sur les performances dôinventaire. 

Le domaine voit un développement continue dans la recherche de nouveaux algorithmes 

de prévision basés sur l'apprentissage automatique. Par conséquent, les études 

comparatives permettent de comprendre les progrès réalisés avec les nouvelles approches 

par rapport aux précédentes. De plus, elles servent à tester les anciennes approches qui 

ont réussi à démontrer des expériences précédentes, et à les appliquer sur des nouvelles 

données et des nouveaux scénarios. 

Mots clés : Prévision des séries temporelles, Analyse de la chaîne logistique, Gestion des 

stocks, Machine Learning, Google Trends, Vent au détail. 

Méthodes de recherche : Expérience comparative quantitative, Validation croisée des 

séries temporelles, Simulation.
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Abstract 

The historical Covid-19 pandemic has demonstrated the impact and essential significance 

that e-commerce has on the life of individuals during unprecedented times. Although, not 

all consumers are able to easily transition to e-commerce shopping due to multiple 

reasons, in particular in developing economies, many shoppers in advanced economies 

have relied on digital purchases for their needs and desires. Hence, the significant growth 

in online business has led to a structural change in the retail industry, presenting novel 

challenges and opportunities in demand forecasting to provide the right product, at the 

right place, in the right time, for the right price. The primary objective of this thesis is to 

propose a methodological framework to incorporate external data, in particular from 

Google Trends, in retail sales forecasting by leveraging modern machine learning 

techniques.  

In order to investigate the predictive power of Google Trends we use the Brazilian e-

commerce as well as the Breakfast at the Frat public datasets, to conduct a quantitative 

experiment in which we compare the predictive performance on sales forecasts of the 

following models: a) the Seasonal Autoregressive Integrated Moving Average (SARIMA) 

model, b) The Facebook Prophet tool (FBProphet), c) The Extreme Gradient Boosting 

algorithm (XGBoost), and d) a recurrent neural network with long short-term memory 

(LSTM). To measure forecasting accuracy, various performance metrics are used, and the 

performance of all forecasting models is benchmarked against a naïve model. The source 

code of the experiment is made available to the public and can be adapted in future 

projects. In addition, performance implications of the forecasting errors in the inventory 

management process are evaluated using a simulation. Findings suggest that there is no 

statistically significant difference in the predictions made by a model that uses only real-

world data as data input and a model that includes real-world data and Google Trends as 

data input. Nevertheless, forecasting accuracy improves when real-world data and Google 

Trends are combined to predict the sales of some retail products available in the real-

world data. Generally, results imply that models making sales predictions that are closer 

to the mean and with lower forecast error, have a positive impact on inventory 
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performance. The field continues to expand with research on new machine learning driven 

forecasting algorithms. Therefore, comparative studies provide an understanding of the 

progress being made with new approaches relative to previous ones and serve in testing 

out old approaches that succeeded in previous experiments, on new datasets and scenarios. 

Keywords: Time-series Forecasting, Supply Chain Analytics, Inventory Management, 

Machine Learning, Google Trends, Retail. 

Research methods: Quantitative Comparative Experiment, Time-Series Cross-

Validation, Simulation.
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Chapter 1 

1.1  Introduction  

The historical Covid-19 pandemic has demonstrated the impact and essential significance 

that e-commerce has on everyoneôs lives during unprecedented times. Governments 

around the world have imposed mandatory restrictions and enforced temporary shutdown 

of stores and restaurants to limit the spread of the virus among citizens (BBC News, 2020; 

The Canadian Press, 2020). In response, digital purchases have spurred, and global retail 

e-commerce sales are projected to reach 6.54 billion USD by 2022, an increase from 1.33 

billion USD in 2014 (eMarketer, 2019). Although not all consumers are able to easily 

transition to e-commerce shopping due to multiple reasons and in particular in developing 

economies, many shoppers in advanced economies have relied on digital purchases for 

their needs and desires (Euromonitor International, 2020). Hence, the significant growth 

in online business has led to a structural change in the retail industry, presenting novel 

challenges and opportunities in demand forecasting to provide the right product, at the 

right place, in the right time, for the right price.  

The internet search capability is a key activity that leads to a purchase of goods or services 

across different retail channels. From November 2018 to November 2019, internet search 

traffic initiated 65 percent of global e-commerce sessions with 33 percent of the traffic 

attributed to organic search and 32 percent to paid search (Wolfgang Digital, 2020). 

Notably, Google dominates the worldwide market share of all search engines since it 

entered the market in 1997 and now comprises of 86.02 percent of total searches as of 

April 2020 (StatCounter, 2020). Furthermore, studies have emerged that focus on 

including internet search data in demand forecasting. For example, Google Trends search 

index data has been shown to increasingly influence and impact business outcomes across 

a variety of industries, ranging from predicting private spending, UK cinema admissions, 

Zika epidemic, tourism influx, and oil consumption (Hand and Judge; 2012; Teng et. al; 

2017; Önder, 2017; Woo and Owen, 2018; Yu et al. 2019). This thesis seeks to add to the 

literature by investigating the predictive power of Google Trends in retail sales forecasting 

using modern machine learning techniques. The predictive power of Google Trends is 
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explored by considering general search terms that can be used in forecasting the sales of 

multiple products across categories and other terms related to the activities of supply chain 

partners participating in the fulfilment of the end-product. This setup builds on previous 

studies, to exemplify, Boone et. al (2018) that use Google Trends data in sales forecasts 

generated at an individual product level for an online speciality food retailer and select 

search terms that are directly related to the brand name or description of the items sold.  

Additionally, an inventory management simulation is conducted utilizing the sales 

predictions generated from the forecasting models, to interpret supply chain cost 

implications. 

Fisher and Raman have been studying data-driven analytical forecasting approaches to 

retailing since the mid 1990s (Fisher et. al, 2014). In óThe New Science of Retailingô 

(2010) they survey retail companies to track their practice in forecasting, supply chain 

efficiency, inventory planning, and data management (Fisher et. al, 2014, Fisher and 

Raman, 2018). The authors observed that a majority of retailers treated demand 

forecasting as a right-brain function that is based off intuition and experience as opposed 

to a systematic use of data (Fisher and Raman, 2018). However, the sources of available 

data that can be used in producing forecasts have emerged from point-of-sale (POS) and 

loyalty cards to in-store video and social media exchanges, among others as well. In the 

early days of analytical forecasting, effectively analyzing historical sales data has been 

proven useful in improving decisions. In order to make more informed decisions and 

demand forecasts, retailers are looking into opportunities to mix art with science by 

leveraging novel techniques available through the increasing influx of data in terms of 

volume, variety, velocity and veracity (Hofmann and Rutschmann, 2018). Global 

spending by retailers on Artificial Intelligence (AI ) services is expected to reach 12 billion 

USD by 2023, which is an increase from an estimated 3.6 billion USD in 2019, with expert 

demand forecasting systems taking a considerable share of the investment (ñJuniper 

research highlights,ò 2019). Prominently, time-series forecasting has previously received 

significant attention from academia and the industries and will continue to be important 

in the future.  
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This thesis intends to add to the time-series forecasting body of knowledge by conducting 

a comparative quantitative experiment that is applied on the Brazilian E-commerce Public 

Dataset by Olist1 and the Breakfast at the Frat2 public dataset by dunnhumby in order to 

explore the predictive power of Google Trends in forecasting retail sales. The field 

continues to expand with research on new machine learning driven forecasting algorithms 

and therefore comparative studies provide an understanding on the progress being made 

with new approaches relative to older methods.  In addition, comparative studies serve in 

testing out methods and approaches that succeeded in previous experiments on new 

datasets and scenarios. 

1.2  Contribution  

The contribution of this thesis are as follows: 

¶ A methodological framework to incorporate external data in retail sales 

forecasting and in particular Google Trends by leveraging modern machine 

learning techniques. 

¶ Empirical Comparison: Using the Brazilian E-commerce Public Dataset by Olist 

and the Breakfast at the Frat dataset by dunnhumby to compare the predictive 

performance on sales forecasts of the following models: a) Seasonal 

Autoregressive Integrated Moving Average (SARIMA), b) Facebook Prophet 

(FBProphet), c) Extreme Gradient Boosting (XGBoost), and d) a recurrent neural 

network with long short-term memory (LSTM). 

¶ Inventory Management Simulation: the forecasting results of the different models 

considered are used to simulate a periodic inventory control policy.  

¶  The source code3 of the experiment is made available to the public and can be 

adapted in future projects. 

 
1 https://www.kaggle.com/olistbr/brazilian-ecommerce 
2 https://www.dunnhumby.com/source-files/ 
3 https://github.com/FerasBasha/Forecasting-Retail-Sales-Using-Google-Trends-and-Machine-Learning 

https://www.kaggle.com/olistbr/brazilian-ecommerce
https://www.dunnhumby.com/source-files/
https://github.com/FerasBasha/Forecasting-Retail-Sales-Using-Google-Trends-and-Machine-Learning
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1.3  Outline 

This thesis has 5 parts. In Chapter two we conduct a literature survey and a review of 

related work. Chapter three will elaborate on the data collection and integration process 

which is followed by Chapter four where the methodology and experiment design are 

addressed. In chapter five, the results of the experiment are presented and in Chapter 6  

the limitations, conclusion and an outlook for future endeavors is shared. 
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Chapter 2 

2.1 Literature Review  

Typical retail supply chains involve the collaboration and coordination of manufacturers, 

wholesalers, warehouses, distribution centres, physical and virtual stores as part of the 

end-to-end process that makes the final product available to end-consumers. Multiple 

studies have loomed investigating supply chain management strategy and organizational 

performance, leading to the development of the Supply Chain Operations Reference 

(SCOR) model endorsed by the Supply Chain Council and APICS (Huan et. al, 2004). 

The SCOR model provides a unified framework in supply chain management practices 

and processes that result in top organizational performance (Lockamy III  and 

McCormack, 2004). Supply chain decisions in the SCOR model are broadly grouped in 

to four key decision areas referred to as plan, source, make and deliver. According to 

Souza (2014) and as presented in Table A1 (see Appendix), demand forecasting is an 

activity that influences all SCOR decision areas when planning is considered for strategic, 

tactical, and operational purposes.  

To illustrate supply chain decisions at an operational level, consider the sales forecast 

made by a clothing brand in anticipation of next monthôs store sales. The forecasted store 

sales are translated into a demand forecast at the distributor level and a bill of materials at 

the manufacturer level. The forecasts are then used in planning and the execution of 

activities related to production planning, inventory management, pricing, and 

transportation management among others. To extend the example, a strategic decision 

facing the clothing brand would be where to locate a new production facility. In this case, 

aggregate sales forecasts, and growth trajectory for the next three to five years may serve 

as in input in the facility location decision. A review of research on forecasting retail 

demand from a strategic, tactical, and operational level is provided by Fildes, Ma and 

Kolassa (2019). The focus of this thesis is on operational supply chain decisions a retailer 

faces and in particular the activities of sales forecasting and inventory management. 

Emerging machine learning algorithms used in retail sales forecasting are explored and 

compared with time-series methods. 
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Machine learning is a science that is rooted in the fields of statistics, data mining, 

computer science, engineering and other disciples that study the modeling of data for 

predictive and inference purposes (Hastie, Tibshirani and Friedman, 2009). According to 

Mitchell (1997) a machine learning algorithm learns from experience E with respect to a 

task T as the experience E improves in performance that is measured with P (Goodfellow 

et. al, 2016). To illustrate, consider the task of predicting the sales price of second-hand 

cars sold. Features of second-hand cars believed to influence the sale price such as 

kilometers driven, vehicle condition and manufacturer among others are modelled using 

a function to learn the relationship between inputs and outputs. Mathematically, this can 

be represented with a model ώ Ὢὼȟὡ  where ώᶰᴙ is the price of car i sold, ὼ ɴ

ᴙ  is the feature input vector corresponding to car i and ὡᶰᴙ   is a vector of 

parameters. Accordingly, function f in this example can take the form of a regression 

algorithm. Depending on how the model is fed input data, which may include inputs with 

labeled outputs ὼȟώ  or inputs without labels on the output ὼ , machine 

learning tasks may be broadly categorized into supervised and unsupervised learning. In 

the example of a regression algorithm utilized to predict the price of second-hand cars, 

the loss of the model can be measured with the squared error between model predictions 

and true values. Hence, the set of weights or parameters of the selected machine learning 

model that yield the lowest loss are optimized by a machine learning algorithm.  

 

 

Under supervised learning, information on the outcome variable guides the learning 

process leading towards the generation of future predictions. On the other hand, in 

unsupervised learning tasks, input data does not contain labeled outputs (Goodfellow et. 

al, 2016). For example, a clustering algorithm can be used to segment customers based on 

purchasing behaviour. Correspondingly, in unsupervised learning, data is utilized with the 

intent to infer the underlying structure and distribution of the ñinputò data (Murphy, 2012; 

Goodfellow et. al, 2016). The focus of this thesis is on supervised learning algorithms 

used in retail sales forecasting and in the following sections a survey of emerging methods 
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used in previous studies is provided. First, an overview of common time-series methods, 

as well asl machine learning driven techniques used in retail forecasting are provided. 

Thereafter, approaches previously used to integrate Google Trends data in forecasts and 

predictions tasks are examined. Lastly, forecast errors, common performance metrics used 

and the implication that sales forecasting accuracy has on inventory management is 

inspected. 

2.1.1 Time-series Forecasting  

Time-series is obtained by collecting data over time where typically past observations are 

correlated to succeeding ones and the sequence of data points carries importance. 

Mathematics is used to model the behaviour of the time-series data. Time-series models 

focus on identifying changes in patterns over time within the data as well as the 

examination of association relationships between the dependant and independent variable 

(Winters, 1960; Park et al. 1991; Holt, 2004; Chu and Zhang, 2003; Thomassey, 2013; 

Ljung et al. 2014). In a world with no uncertainty, a model that captures all the 

characteristics of time-series data and makes accurate predictions on the future without 

error is referred to as a deterministic model (Box, Jenkins and Reinsel, 2008). In practice, 

retail sales contain a high degree of uncertainty due to multiple factors ranging from 

changes in weather, economic conditions, and consumer preferences in addition to the 

occurrence of promotions and calendar events (Thomassey, 2013). Accordingly, 

stochastic models are used to account for uncertainty in the real-world by calculating the 

probability of future values within defined limits (Box, Jenkins and Reinsel, 2008).  

 

The most common time-series methods used in retail demand forecasting are: moving 

average, weighted average, exponential smoothening, ARIMA and SARIMA (Alon et. al, 

2001; Souza, 2014; Fildes, Ma and Kolassa 2019). Additionally, common time-series 

models can be implemented with spreadsheet software used by many organizations like 

Microsoft Excel, making the usability of time-series methods an attractive factor in 

practice. De Gooijer and Hyndman (2006) review publications on time-series forecasting 

spanning more than two decades of research, beginning in 1982, in journals managed by 

the International Institute of Forecasters, among others. The authors classify reviewed 
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papers according to the time-series method used highlighting that each time-series 

technique may relatively be more suitable in identifying the behavior of historical data 

depending on the presence of seasonality, trend, and cyclical behavior found in a given 

dataset. A trend occurs as a result of a long-term positive or negative change in the time-

series data (Wu et al. 2007), due to for example a change in disposal income that likely 

leads to more spending on retail shopping month-over-month. Whereas, seasonality is a 

positive or negative change recurring on a periodic basis as time progresses (Liu et. al, 

2016).  A basic example of seasonality is the tendency of ice-cream sales increasing on 

hot summer days or when more foot traffic is observed on weekends in the case of a 

supermarket.  

 

The works of Hyndman et al. (2002) and Taylor (2003) propose a taxonomy that helps 

practitioners in using exponential smoothing methods according to the patterns of trend 

and seasonality that can be linear or non-linear. For example, time-series data with no 

trend or seasonality the simple exponential smoothing method may be applicable whereas 

Holt-Wintersô multiplicative method is more suited for non-linear time-series data with 

additive trend and multiplicative seasonality (De Gooijer and Hyndman, 2006). However, 

common time-series models are not as effective in modelling non-linear time-series 

relationships. To exemplify, basic single and multi linear regression models assume that 

the dependent variable is a real value and is assumed to follow a normal distribution. 

Furthermore, despite the flexibility of the ARIMA method in modelling deterministic 

characteristics of time-series using linear autoregression and stochastic properties using 

the moving-average process and trend (Gocheva-Ilieva et al. 2019), ARIMA tends to be 

weak in capturing non-linear time-series dependencies (Hwarng, 2001). Other challenges 

in fitting common time-series models for retail sales forecasting may be due to the 

bullwhip effect, the fact that there is limited amount of historical data as new products are 

launched/listed or the ability to model the impact of price changes of one product on others 

(Garcia et. al, 2005; Bayraktar et. al, 2008; Ferreira et. al, 2016).  Meanwhile, machine 

learning-based approaches gained popularity in retail forecasting, for multiple reasons 

including their strength in modeling non-linear time-series relationships (Ahmed, et al. 

2010; Cadavid, Lamouri and Grabot, 2018; Bandara et al. 2019; Ohrimuk et al. 2020). 
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2.1.2 Decision Tree Models 

Decision trees are used in supervised machine learning tasks and can be applied to 

classification (categorical target variable) and regression (continuous target variable) 

prediction problems (Hastie, Tibshirani and Friedman, 2009). Regression trees seek to 

partition data into regions and fit a model into each space (Hastie, Tibshirani and 

Friedman, 2009; Krzywinski and Altman, 2017; Fallah and Ahrens, 2018). To 

demonstrate the process of building a decision tree, suppose that a sports merchandise 

retailer with a limited advertising budget seeks to utilize a classification algorithm that 

predicts if an individual will convert into a customer or not. The data science team at the 

organization decides to train a decision tree using data on existing customers, including 

descriptive features and a label for each customer record indicating if the customer was 

converted or not. Once the decision tree is trained, a prediction on weather a new customer 

will convert or not is made by using a criterion to evaluate the features of new customers. 

Each feature within the dataset is modeled onto a node on a tree with a leaf representing 

the possible outcome. Hence, the intuition is to divide the training dataset into smaller 

datasets based on the features such that each sub dataset falls under one labeled outcome. 

In this example, assuming that the geographic location of a customer is a predictor for 

conversion, a split could be done by asking a true or false question like ñis the customer 

located in the Quebec region of Canada.ò Correspondingly, starting at the root node the 

entire dataset is partitioned into subsets by performing splits on the customer region 

predictor variable.  
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Figure 1, depicts a basic representation of a decision tree consisting of a root node, 

decision nodes and leaf nodes.  

Figure 1: Decision Tree (adapted from Chauhan, 2020) 

 

Overall, the process of building decision trees can be grouped into three key activities 

known as splitting, pruning and tree selection. The decision on which feature to use in 

splitting the dataset is based on mathematical criteria such as entropy (measure of 

randomness in the processed features) or the information gain resulting from a split 

(Hastie, Tibshirani and Friedman, 2009). In classification problems the Gini index is used 

to calculate the probability of a feature classified incorrectly when selected randomly 

whereas in regression problems, typically the residual sum of squares is utilized to 

determine the importance of a feature when a split is made (Hastie, Tibshirani and 

Friedman, 2009). The calculations for splits is made on every attribute and the attribute 

that has the highest importance measured by the highest value for information gain is 

placed at the root node. However, a challenge associated with training decision trees is 

overfitting the data in particular when the dataset is relatively small (Hastie, Tibshirani 

and Friedman, 2009; Gocheva-Ilieva et al. 2019). 
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Theoretically, a decision tree could potentially overfit if  the depth of the tree is too high. 

Accordingly, pruning refers to the process of prev, senting overfitting in decision trees by 

shortening branches into a leaf (Hastie, Tibshirani and Friedman, 2009). Typically, 

pruning is achieved by dividing the entire training dataset into a subset of training and 

validation sets. The decision tree is trained on the subset of training data and pruned for 

the highest accuracy on the validation set. Thereafter, the tree that yields the lowest cross-

validated error is the final tree selected for making predictions on new values.  

Advantages of using decision trees is their ability to model numerical and categorical data 

alike, to model non-linear relationships, to determine the importance of predictor 

variables and to provide means to interpret how the model arrived at its results 

(Krzywinski and Altman, 2017; Gocheva-Ilieva et al. 2019). Accordingly, decision trees 

have been used in sales forecasting due to the ease of use and interpretability by users 

(G¿r et al. 2009; Loureiro et. al, 2018). In contrast, small changes in the dataset may yield 

to different splits and results (Hastie, Tibshirani and Friedman, 2009). In addition, when 

the independent variables and observations used are not significant, decision trees tend to 

yield unstable performance (Gocheva-Ilieva et al. 2019). 

 

The classification and regression tree (CART) method is a supervised learning algorithm 

that can be used in building decision trees for time-series forecasting purposes 

(Krzywinski and Altman, 2017). The split criteria and determination of the root node in 

CART regression trees is achieved by least squares to minimize the residual of sum of 

squares between the actual data and the average calculated in each leaf (Gocheva-Ilieva 

et al. 2019). In practice, the CART method is implemented by defining control settings 

like for instance the minimum number of observations to be included in a node and the 

splitting method, among others. Other methods for building regression trees are the C4.5 

tree algorithm (Oujdi, Belbachir and Boufares, 2019) inspired by the ID3 algorithm 

initially proposed by Quinlan (1986), and the random forest algorithm among others 

(Castillo et al. 2017).  

Moreover, a decision tree-based approach gaining popularity in sales forecasting is 

XGBoost, developed by Tianqi Chen in 2016 (Chen and Guestrin, 2016). Gradient 
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boosting is a technique typically used with decision-tree algorithms like CART to build a 

model that makes predictions based on an ensemble of weak models (for example trees) 

(Friedman, 2002). Each learner within XGBoost is represented by a decision tree and the 

final model is the sum of all trees. Gradient boosting of trees is an approach that is not 

new however what makes XGBoost attractive is the computational efficiency achieved 

by boosting trees in parallel as opposed to sequentially (Friedman, 2001; Chen and 

Guestrin, 2016). This then allows to build tree-boosting systems at scale. Since the 

XGBoost model has been made available for public use, it has been the winning algorithm 

in numerous data-science competitions, highlighting its gain in popularity for regression, 

classification, and ranking problems (Volkovs et al. 2017; Baraniak 2018; Xia et al. 2020).  

 

Since the proposal of the XGBoost method in 2016, there has been a rise in the application 

of XGBoost on sales forecasting as reported by Behera and Nain (2019) who conduct a 

comparative study on Big Martôs sales and found XGBoost to produce better performance 

relative to the existing models as measured by mean absolute error (MAE) and root mean 

squared error (RMSE). Krishna, Aich and Hegde (2018) compare machine learning 

algorithms for retail sales forecasting at a store level. Their results suggest that XGBoost 

is the best performing algorithm with the lowest RMSE and the highest value for the 

coefficient of determination, R2 score. Wu, Patil and Gunaseelan (2018) compare different 

machine learning algorithms in the prediction of retail sales during Black Friday and 

report superior performance of XGBoost over other regression and deep learning-based 

models as measured by the MSE. Further elaboration on how XGBoost is used in a retail 

sales time-series forecasting context is provided in the methodology section of this thesis. 
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2.1.3 Deep Learning Models 

Deep learning is a branch of machine learning that uses multilayered perceptrons in 

solving real-world problems (Goodfellow et. al, 2016). The foundations of deep learning 

are rooted in artificial neural networks (ANNs) that draw inspiration from biological 

nervous systems. The functional unit of an ANN is the perceptron (Rosenblatt, 1958). 

Figure 2, depicts a perceptron, where input ὼᶰᴙ   is fed into the neuron that generates 

output ώᶰᴙ based on an activation function f. Bias in the modelling process is accounted 

for with ᴆ and  ύᶰᴙ   is the weight assigned to input xi . The perceptron proposed by 

Rosenblatt (1958) is typically applied to binary classification problems and could be 

thought of a mechanism that weighs evidence to generate an output. Incidentally, more 

versatile learning methods, known as deep learning, are formed when perceptrons are 

structured in multiple layers utilizing ANN architectures (Goodfellow et. al, 2016).   

Figure 2: Perceptron  

 

Figure 3, contrasts a shallow ANN architecture that contains an input, a single hidden 

layer and an output layer to a ñdeepò neural network architecture that contains more than 

one hidden layer. The size of the input layer is the number of inputs plus 1, the size of the 

hidden layer(s) is determined by a hyperparameter and the output layerôs size is equivalent 

to the number of outputs. It can take the form of a scalar or a vector. Each arrow denotes 

a connection, and each node is the weighted sum of its inputs succeeded by a non-linear 

activation function as illustrated by the shallow ANN in Figure 3.  
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Both neural networks shown in Figure 3 are called feedforward neural networks since 

information flows one way, left to right, with no feedback connections that pass the 

outputs of the model back into the model itself (Goodfellow et. al, 2016). In training 

feedforward neural networks, gradient descent optimization stands out as a popular and 

relatively simple approach in comparison to other methods (Goodfellow et. al, 2016). The 

gradient descent learning algorithm relies on back-propagation, which refers to the 

process of updating the weights of a neural network using a loss function, ὰέίί

ὥὧὸόὥὰ έόὸὴόὸὴὶὩὨὭὧὸὩὨ έόὸὴόὸ2  to reduce the error in predictions and this 

information is fed back to the network to derive the gradient with respect to parameters w 

(Másson and Wang, 1990; Goodfellow et. al, 2016).  

Figure 3: Feedforward Neural Networks 

 

Over the years, neural networks have been extensively applied to retail sales forecasting, 

commonly using the multi-layered perceptron type of neural network due to its ability in 

mapping arbitrary inputs and outputs (Zhang et. al, 1998; Alon et. al, 2001; Kourentzes, 

2013). Chang, Wang and Liu (2007) evaluate the performance of various neural networks 

to forecast the sales of printed circuit boards (PCB) at the manufacturer level. The authors 

report superior performance of the weighted fuzzy neural network, measured in terms of 

mean absolute percentage error (MAPE), mean absolute deviation (MAD) and root-mean-

squared error (RMSE). Fuzzy systems are used to model real-world problems based on 

human knowledge using linguistic expression (Czabanski, Jezewski and Leski, 2017). A 
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fuzzy neural network learns the parameters of a fuzzy system using approximation 

techniques employed in neural networks (Kruse, 2008). Au et al. (2008) explore 

forecasting apparel sales using evolutionary neural networks on two years of historical 

data and found superior performance of neural network models over the traditional 

SARIMA method for products with low demand uncertainty and week seasonality. 

Evolutionary neural networks are used to overcome the drawbacks of gradient descent 

based training algorithms such as backpropagation (Yao, 1993). The intuition behind 

evolutionary neural networks is to model the training process as the evolution of the 

connection of weights approaching a near optimal set defined by a fitness function (Yao, 

1993). Since the selection of the structure, parameters and number of neuros are various 

aspects that influence the performance of ANNs, evolution algorithms have been 

successfully used in optimizing the design and the parameters of ANNs (Ding et al., 

2013). Sahin, Kizilaslan, and Demirel (2013) used neural networks to forecast demand 

for spare aviation parts in order to lower inventory costs and stockouts. The findings 

suggest that neural networks perform best as measured by mean absolute deviation for 

parts with intermittent demand. Although ANNs are generally known for their ability to 

identify non-linear patterns, neural network techniques tend to be resource intensive and 

it is difficult to understand how the model arrived to the predictions (Craven and Shavlik 

1997). In addition, when training neural networks overfitting can be avoided by defining 

a limited number of the epochs hyperparameter (Das and Chaudhury, 2007).  

However, ANNs do not factor in the temporal order and sequences of the input data which 

is an essential aspect of time-series forecasting. To that end, recurrent neural networks 

(RNNs) which are designed to recognize sequential patterns in data have been observed 

as suitable for prediction tasks with varying input and output lengths, enabling the 

network to learn from cross-series information (Hewamalage et al. 2020). Unlike ANNs, 

RNN architectures address the temporal order and dependencies of sequences in the 

feedback loop of the recurrent cell. Figure 4, depicts a basic RNN architecture. 
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Figure 4: Recurrent Neural Network  

In Figure 4, input vector ὢᶰᴙ  is fed into the network and a recurrence relation,         

Ὤ Ὢ Ὤ ȟὼ  is applied at every time step t to process a sequence and generate the 

output vector ὣᶰᴙ. At each time step the internal state Ὤ of the RNN is updated by 

applying a function parametrized by a set of weights W based on the previous internal 

state Ὤ  and the input ὼ at step t. Generally, the same function f and set of parameters 

are used at every time step. Further, an individual loss is calculated at every time step and 

the model loss is the sum of individual losses. Similar to ANN, the RNN can be trained 

using back-propagation by computing the gradient of the loss with respect W. Hence, the 

neural network is referred to as recurrent since information is being processed internally 

from one time step to another prior to generating an output. Popular RNN units that 

capture sequence in modelling are the Elman cell, LSTM cell and gated recurrent unit 

(GRU) cell (Elman, 1990; Hochreiter and Schmidhuber, 1997; Cho et. al 2014). Although 

the sequential data processing mechanism utilized in RNNs is considered a strength over 

ANNs in time-series forecasting, RNNs contrast with decision tree-based models, such as 

XGBoost, that perform computations in parallel. The methodology section of the thesis 

elaborates on the structure of a RNN that contains a LSTM cell and is typically utilized 

in time-series forecasting. 

In retail, methods emerging from RNN driven time-series forecasting have shown 

promising results. Das and Chaudhury (2007) use a RNN model to forecast weekly sales 

at a footwear firm by exploring different sizes of lags used to predict the current weekôs 
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sales. Results suggest that the RNNôs performance helped in reducing costs due to 

improvements in inventory management. Yu et. al (2018) implement a LSTM network 

that uses four consecutive weeks to forecast the sales on the fifth week for 66 grocery 

products. The authors report that only a fourth of the products had low forecasting errors 

and highlight the absence of promotional data as a key challenge in identifying sales 

fluctuations. Additionally, the length of the entire dataset used by Yu et. al (2018) is 45 

weeks and as a result there is less information on long-term seasonality patterns. Bandara 

et al. (2019) empirically evaluate a proposed LSTM network for Walmartôs E-commerce 

business in order to model the non-linear demand relationship among product assortment 

hierarchies. The authors report favorable sales forecast performance on two datasets 

whereby sales data are aggregated at a product category vs. super-departmental store 

level. Salinas et al. (2020) develop DeepAR, a forecasting methodology that uses RNNs 

to learn a global model that uses cross-information from multiple series to generate 

forecasts. The intuition is to use data on the past behavior of similar, related time-series 

to make predictions on individual time-series. The approach reduces the time spent on 

identifying and preparing covariates that are used in traditional single item forecasting 

techniques and is able to produce forecasts for items that have limited or no historical data 

available. Salinas et al. (2020) report that the DeepAR method works well on several 

datasets without the need for extensive hyperparameter tuning. 

2.1.4 Hybrid Models 

Hybrid models work together to predict an outcome (Tsai and Chen, 2010) whereas 

ensemble learning methods (ex: XGBoost) work independently of each other and a voting 

system is used to determine a final prediction. Hybrid models allow the practitioner to 

utilize the strength of different techniques in forecasting and the performance of hybrid 

models is therefore believed to achieve desirable results over a standalone technique (Na 

et al. 2013). To exemplify, a hybrid model could use an unsupervised learning algorithm 

to cluster data points and pre-process training data. Thereafter, a supervised learning 

algorithm like a simple classifier can be utilized to learn how to classify new observations. 

Thomassey, Happiette and Castelain (2005) explore an automatic neural-fuzzy inference 

system that weighs and quantifies the influence of external variables on weekly sales 
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apparel sales at a retail distributor. The output of the short-term forecast is then used for 

adjusted mid-term forecasts. The results suggest that the novel hybrid model outperforms 

traditional and multiplicative seasonal models. Yesil, Kaya, and Siradag (2012) develop 

a hybrid algorithm that uses fuzzy logic to combine the forecasts obtained from the 

moving average, exponential smoothening, and product-lifecycle methods to predict the 

sales of a Turkish apparel company. Forecasts generated by each forecasting method are 

combined using a rule based ófuzzyô system. The ófuzzyô system is defined with if-then 

statements. The authors report that the fuzzy logic combiner is adaptive over time as 

weights are adjusted for better-performing methods and the results suggest that the fuzzy 

combiner performs better than any of the statistical methods alone.  Shouwen et al. (2019) 

develop a new XGBoost model named as C-A-XGBoost that incorporates features and 

tendency of the time-series data to predict commodity sales. The model works in two steps 

by first clustering the data based on selected features and consequently using the features 

that are most influential for generating forecasts. Thereafter, a XGBoost model is defined 

for each cluster and hence the term C-XGBoost. Moreover, the A-XGBoost model uses 

ARIMA for obtaining insights on trends and seasonality of a given series and overcome 

the shortcomings of ARIMA by leveraging XGBoost for modeling non-linear 

relationships. The resulting C-A-XGBoost modelôs predictions are calculated by 

assigning weights to the forecasts made by the C-XGBoost and A-XGBoost models. 

Results showcase the dominance of C-A-XGBoostôs performance measured in terms of 

mean error, MSE, RMSE and MAE over ARIMA, XGBoost, C-XGBoost and A-

XGBoost (Shouwen et al. 2019).  

Hybrid models have been a popular choice utilized in forecasting, as demonstrated with 

the winning of the M4 forecasting competition (Makridakis et al. 2020). The winning 

submission of the M4 forecasting competition utilized a hybrid approach that blends the 

exponential smoothing model with an LSTM network (Smyl, 2020). The proposed 

method allows to exploit the advantages of statistical and machine learning approaches 

by first fitting individual series with an exponential smoothing equation and then the 

model is fit together with global neural network weights using gradient descent. The 

method is described as hierarchical because the global parameters that apply to all series 

and local parameters, specific to each series, are utilized throughout the learning process 
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making use of cross-learning.  The following section reviews the common time-series and 

machine learning approaches that incorporate Google Trends data for forecasting 

purposes. 

 

2.1.5  Related Work Utilizing Google Trends  

The potential value in using Google Trends for forecasting, planning, and marketing 

activities has been conceptualized by Google with the term ZMOT - Zero Moment of Truth 

(Lecinski, 2014). The term describes a revolution in the way consumers search for 

information online and make purchase decisions. Essentially, the moment that captures a 

decision may well be the moment consumers obtain answers to their questions on Google, 

reflecting their need or intent to buy. The idea of integrating Google Trends data into 

forecasting and planning activities could be traced back to the work of Choi and Varian 

(2012) who demonstrated how to use Google search data to forecast near-term values of 

economic indicators such as, automobile sales, consumer confidence, unemployment 

claims and others (Varian and Choi, 2009). The authors report correlation between real-

time daily and weekly index of the volume of queries that users enter into Google with 

economic indicators. Additionally, the study underlines the usability of search queries as 

a leading indicator for complex purchase scenarios where planning activities occur much 

in advance of the actual transaction. The findings suggest that Google Trends data 

improves accuracy of predicting the present and near-term future and as a result cuts the 

lag of reporting that occurs when agencies release results of economic indicator forecasts 

ex poste. The work of Choi and Varian (2012) uses a SARIMA model and has 

significantly contributed to the growing interest for research on ónowcastingô. Nowcasting 

can defined as the prediction of the present, near future and near past (BaŒbura et al., 

2010). 

Huang and Penna (2010) construct a US sentiment index using popularity of Google 

Trends searches and generate more accurate forecasts on consumer spending relative to 

the indexes used by the Index of Consumer Sentiment from University of Michigan and 

the Consumer Confidence Index from the Conference Board. Askitas and Zimmermann 

(2009) investigate the relationship between Germanyôs unemployment rate and time-

series data on select keywords using Google Trends. The results suggest a strong 
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correlation between the dependant and independent variables despite the bias attributed 

to the turbulent economic environment post recession characterized with changes in 

economic policy. Carrī re Swallow and Labbé (2013) use Google Trends automotive 

index data that captures the interest for car purchases in Chile to build an autoregressive 

regression model that could outperform benchmarks of in-sample and out-of-sample 

nowcasts towards automobile sales. Robin (2018) explores the usefulness of Google 

Trends to improve monthly e-commerce retail forecasts in France over traditional indices 

like monthly retail trend surveys. The study by Robin (2018) uses a SARIMA model that 

contains monthly retail trend surveys, a SARIMA model containing Google Trends series 

and a combined model that contains the weighted average forecast from the individual 

models. The lasso regression approach is used to determine the most relevant Google 

Trends series for forecasting. Robin (2018) reports that Google Trends do improve the 

predictive accuracy of the final model, obtained from combining the single models.  

 

Boone et al. (2018) explore whether Google Trends, could be used to improve the 

accuracy of sales forecasts for a speciality food online retailer. The premise of the study 

is based on exploring the relationship between a search for a certain keyword and the 

purchase decision associated with a given product in an online retail setting. More 

specifically, the study investigates whether including the search volumes on select key 

words often used to describe a given product in time-series sales forecasting models would 

lead to improvements in the accuracy of the forecast at a stock keeping unit (SKU) level. 

Results suggest that including Google Trends data in the forecasting models yields 

favorable performance as measured by out-of-sample MAPE. The findings of this study 

are significant because the results may be the first to demonstrate improvements on out-

of-sample errors as opposed to preliminary findings on how Google Trends improves in-

sample forecast accuracy as reported by Boone et. al (2015). Nonetheless, Boone et. al 

(2018) allude to the challenges associated with identifying and selecting keywords that 

would be relevant in forecasting the sales of an item. In addition, polysemous words are 

likely present a challenge when using Google Trends. By the same token, terms that are 

semantically perceived to be unrelated could also play a major role in explaining the 

behaviour of the dependant variable and hence the process of selecting the keywords to 
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be used relies on a trial-and-error methodology along with the practitionerôs experience. 

Silva et al. (2019) utilize Google Trends in fashion retail forecasting by comparing 

parametric and non-parametric forecasting models to evaluate the best model to predict 

the sales of Burberry using Google Trends. The work of Silva et. al (2019) reports forecast 

performance improvements when Google Trends data is included in a denoised neural 

network autoregression model. This may not come as a surprise since Googleôs annual 

report on fashion trends tends to be accurate in examining what people are wearing and 

whatôs trending (Boone, 2016). 

 

Summarizing the related work that use Google Trends in forecasting, results from 

numerous studies suggest that the use of internet search information improves forecast 

accuracy and helps better decision making across a variety of industries including retail 

and e-commerce. The models used in previous works commonly employ time-series 

techniques like SARIMA and more recently machine learning approaches like neural 

networks for regression. The choice and predictive power of Google Trends search terms 

may vary significantly when trying to predict a US sentiment index as done by Huang and 

Penna (2010) vs. a micro level prediction task like in the work of Boone et al. (2018) who 

forecast SKU level sales of an online specialty food retailer. Additional details on the 

Google Trends data is provided in Section 3.1.2 Google Trends Search Index Data. 

Additionally, in chapter four, we provide the framework used to collect and integrate 

Google Trends search data in retail sales forecasting with XGBoost and LSTM-RNN 

machine learning models.  

2.1.6 Forecast Error and Performance Metrics 

The impact of forecast errors has on supply chains may vary across organizations and 

managerial priorities in terms of breadth and depth, affecting planning, capacity allocation 

and inventory management decisions (Lee and Adam, 1986; Kahn, 2003; Kerkkänen et 

al. 2009). It is realistically not feasible to aim for the perfect forecast in practice. 

According to Chopra, Meindl and Kalra (2013) forecast errors may arise due to the lack 

of experience of the forecaster, planned price changes, promotions, competitor behaviour, 

political and economic conditions among other external factors that may represent 
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uncertainty. Accordingly, it is important to be able to report, analyse and diagnose 

forecasts error (Karchere, 1976). When analysing forecast error, special attention is paid 

to the presence of systematic error. For example, a model that is consistently under 

predicting values from the actual value suggests that the model is systematically 

underestimating and therefore should be corrected (Giacomini and Rossi 2009). By the 

same token, contingency plans can be planned for by considering the forecasting error 

(Chopra, Meindl and Kalra, 2013). Lastly, among the various metrics used to measure 

forecast error, MSE, RMSE, MAD and MAPE tend to stand out as being commonly 

employed (Chopra, Meindl and Kalra, 2013).  

When considering the supply chain from an end-to-end perspective, the variability of 

orders tends to increase the further a supply chain party is distanced from the end customer 

and this phenomenon is known as the bullwhip effect (Lee et al. 1997). To exemplify, 

suppose a supply chain network that produces and sells canned drinks consists of a 

manufacturer, distributor, and a retail store whereby the end product is made available to 

end customers. The retail store generates demand forecasts based on market demand i.e., 

point of sale (POS) data. The distributor then uses the demand signal from the retailer in 

producing her forecasts and similarly the manufacturer generates forecasts based on the 

demand signal from the distributor. Therefore, demand information tends be distorted 

further downstream the supply chain for multiple reasons including order batching due to 

long lead times for less frequently ordered goods and price fluctuations (Lee et al. 1997). 

Accordingly, the forecast error is intertwined with inventory management decisions 

across the supply chain and in the following section, an overview of inventory 

management policies commonly used in retail is provided. 
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2.2 Inventory Control  and Supply Chain Performance 

Inventory management plays a key role in supply chain and logistics activities. On one 

hand, carrying inventory smoothens operations by satisfying demand using available 

stock, eliminating the need to create or procure goods from scratch (Viale,1996). On the 

other hand, excess inventory is associated with multiple costs including storage, damage, 

and obsolescence (Viale, 1996). Correspondingly, inventory control policies are used in 

making decisions on how much inventory is needed to buffer against the uncertainty in 

demand and supply throughout operational cycles. Furthermore, inventory replenishment 

strategies take into account the nature of demand which may be independent or dependent 

(Toomey, 2000).  

Independent demand occurs where consumption is determined by the market, to 

exemplify a store where the customer makes a purchase. Often, independent demand 

inventory is called distribution inventory that consists of a finished goods at a 

manufacturer warehouse or packaged items at a regional distribution center (Toomey, 

2000). Whereas, dependent demand inventory is calculated based on customer orders, 

translating into the raw materials and components required to make the final goods 

available (Toomey, 2000). Typically, independent demand is forecasted, providing the 

input for an inventory management system that determines how much, when and where 

an item is required based on predictions of future operations. Accordingly, inventory 

management systems seek an order replenishment policy that minimizes the total cost 

associated with acquiring, holding, ordering and shortage of inventory (Chopra, Meindl 

and Kalra, 2013). The methods used in an inventory control system depend on the 

behaviour of demand. To exemplify, the basic economic order quantity (EOQ) model for 

inventory management assumes that demand is static and deterministic and therefore for 

a given planning horizon, an inventory level that satisfies all demand without shortage 

can be computed (Wee, 2011). In contrast, when demand is assumed to be stochastic, the 

inventory management method used includes a buffer (safety stock) to compensate for 

shortage risks during the replenishment period referred to as period of risk (Toomey, 

2000; Wee, 2011). According to Coelho, Cordeau and Laporte (2014), demand is defined 

as stochastic when it is not assumed to be stationary over time. This implies that if a given 
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time-series were to be divided into N sections, the mean and variance measured for each 

section would not be equivalent. Furthermore, common inventory management methods 

such as (r,Q) and (R,S) that model stochastic demand, assume that demand follows a 

normal distribution, a property that typically applies for regular and fast-moving retail 

items (Kapalka, Katircioglu and Puterman, 2009).  

 

Under a continuous review system such as (r,Q), inventory control is performed in real-

time using the parameter r, for the reorder point and parameter Q, for the order size of 

replenishment (Toomey, 2000). The premise of continuous review is that inventory levels 

for a given item is being monitored and once the inventory level reaches the reorder point 

r, a fixed quantity of, Q is placed (Toomey, 2000). The time between when an order is 

placed and its arrival is referred to as the lead time, L. Hence, the reorder point in a 

continuous review system is calculated by adding the anticipated demand during the lead 

time and the safety stock. The safety stock is calculated using statistics on the standard 

deviation related to the deviation in lead time and service level desired by the firm 

(Toomey, 2000). The (r,Q) inventory control method and reorder point provides an 

intuitive way of managing and calculating inventory when independent demand has a 

consistent uniform rate (Roll and Kerbs, 1982; Toomey, 2000). In retail however, 

counting the inventory level of each SKU may be costly due to the large number of items 

a supermarket store may contain. Additionally, for many retail items demand may not be 

continuous and is often lumpy and therefore alternative replenishment strategies have 

been developed (Baumol and Ide, 1956; Roll and Kerbs, 1982; Ge at al. 2019; Snyder and 

Shen, 2019).  

When independent demand is not flowing at a uniform rate, a time-phased order 

replenishment policy can be implemented (Toomey, 2000; Chopra, Meindl and Kalra, 

2013). Under a periodic review system like (R,S) an order is placed every order interval 

R. The order interval R is usually pre-determined, and the order quantity corresponds to 

the difference between the target inventory level S and the current inventory level when 

the order is placed. The target inventory level is usually determined based on anticipated 

demand, lead time, review period R and the safety stock. Although the safety stock tends 

to be higher when using a periodic review system since the period of risk is extended to 
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include the review cycle and lead time, among the advantages of the (R,S) system is the 

ability to create a consolidated purchase order for a supplier across multiple items while 

having the flexibility of ordering small quantities for those slow-moving items (Toomey, 

2000). Another inventory control system for stochastic demand is the min-max system 

(Agin, 1966). The min-max system can be thought of a combination of the (s,Q) and (R,S) 

methods since at each time period the inventory level is checked. If the inventory level is 

found to be below the reorder point, then an order is placed to bring back the inventory 

level to the maximum target level. If the inventory level is above the reorder point, no 

order is made until the next inventory review period. Thus, at an organization, the selected 

inventory control method associated with a continuous or periodic review policy in the 

case of stochastic demand will vary based on multiple factors including the behaviour of 

demand for an item and the balancing of the trade-off between service levels and 

operational cost. Furthermore, comprehensive models on inventory management that take 

into account the dependencies among real-world multi-echelon supply chains across the 

stages of procurement, manufacturing and distribution have been proposed by Clark and 

Scarf (2004) and Dai et. al (2017).  

In a retail setting, inventory control policies are often supported by the predictions made 

from a forecasting model and the inventory control method utilized will vary according 

to the trade off between supply chain costs and service levels. Based on the anticipated 

demand, production scheduling, inventory management and transportation activities are 

planned for. Therefore, forecasting models that are able to generate predictions with less 

error help in advising more grounded inventory control policy. Over the years, common 

time-series and novel machine learning driven techniques have emerged to make use of 

data to generate predictions on the future. The choice of the method used in modelling the 

data varies on the availability of data as well as the presence of level, trend, or seasonality 

in data in addition to the experience of the practitioner and other factors. This thesis will 

compare the forecasting performance of common time-series and emerging machine 

learning driven models. Thereafter, a simulation is run to interpret the implications that 

the forecasting accuracy has on inventory management and supply chain performance 

associated with a periodic inventory management system (R,S). 
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Chapter 3 

3.1  Data Collection and Integration 

In this chapter, we describe the real-world and publicly available Brazilian e-commerce 

and Breakfast at the Frat datasets in addition to the Google Trends data collected for the 

thesis experiment. Using Python, historical sales patterns are visualized, and the scope of 

data utilized in the experiment is determined. Google Trends data on search terms 

assumed to carry predictive importance in forecasting sales for each dataset is collected 

from Googleôs website. The considerations and assumptions made in integrating Google 

Trends search index data in time-series forecasting is discussed. Furthermore, data pre-

processing and feature engineering performed on the data is elaborated on. 

These real-world datasets differ in terms of products sold and the sales channel. From a 

sales channel perspective, the Brazilian e-commerce dataset contains only digital sales 

whereas the Breakfast at the Frat data contains only in-store sales. In what follows, the 

business background of the real-world data is introduced.   

3.1.1 Brazilian E-commerce Public Dataset by Olist 

In 2020, Brazil accounted for more than a third of the Latin American e-commerce market 

share (Statista, 2020). In March 2019, the top two major online retailers in Brazil were 

B2W Companhia Digital that also owns Americana.com, Shoptime and Submarino 

followed by Mercado Libre which is the largest online marketplace in Latin America 

(eMarketer, 2019).  As the Brazilian e-commerce market continues to grow, new business 

models, and platforms in online retailing that help local business sell online have emerged.  

Olist was found in 2015 as a marketplace integrator enabling brick and mortar retailers to 

sell on larger virtual stores and e-commerce platforms (Dalmazo, 2018; Mandl, 2019). 

Besides managing listings and advertisements on behalf of the independent retailer on 

larger e-commerce platforms, Olist is also responsible for managing the logistics from 

sellers to the end-consumer. Once a purchase is made by an end-customer on the Olist 

store, the seller is notified to fulfill the order or depending on the contractual agreement 
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Olist manages the fulfillment, working with logistics partners. The customer receives a 

satisfaction survey upon order delivery or when the estimated due date of the order is 

reached. Hence, Olistôs services are not only front end but also extend to operations 

through freight price optimization, route management and other logistics performed on 

behalf of the seller. By 2017, Olist managed the listings of 130,000 products for more 

than 2,300 independent retailers on large-scale e-commerce marketplaces like B2W 

Companhia Digital, Walmart, Mercado Libre, Via Varejo, Amazon and others (SantôAna, 

2017). In 2019, Japanôs SoftBank group announced an investment of 46.65 million USD 

in Olist (Mandl, 2019). Correspondingly, according to the founder and chief executive 

officer of Olist, Taigo Daliv, the companyôs plan is to reach 100,000 sellers by 2021 from 

the 7,000 sellers that were registered in 2019 as apart of an ambitious objective to make 

it one of the largest virtual stores in Brazil (SantôAna, 2017; Mandl, 2019). Figure A1 (see 

Appendix) provides a snapshot of the services provided by Olist for sellers. 

In 2018, Olist released a public dataset on Kaggle, a data science collaboration and 

competition platform (Olist and Sionek, 2018). The dataset contains 100,000 orders 

processed by Olist between 2016 and 2018. The dataset is divided into relational tables in 

the form of CSV files, depicted by the schema in Figure A2 (see Appendix). Each order 

may have more than one item and each item in an order may be fulfilled by a unique seller. 

The Olist dataset does not contain any information that reveals the identity of stores, 

sellers, customers, and products sold as all the text has been anonymized by replacing the 

names with Game of Thrones characters. Altogether, the Brazilian e-commerce dataset 

has been made available to inspire explorations in natural language processing, demand 

forecasting, clustering, and other supply chain optimization problems like delivery 

performance. 

3.1.2 Breakfast at the Frat Public Dataset by dunnhumby 

The Breakfast at the Frat dataset contains 156 weeks of grocery store sales and 

transactional information beginning January 2009 until December 2011 across a sample 

of stores spread over multiple locations in the U.S. The provider of the dataset dunnhunby, 

a British research firm specializing in retail analytics has been recognized for its 

engagement with the American retail chain, Kroger (Rohwedder, 2006). Furthermore, the 
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Breakfast at the Frat dataset user guide describes the stores using attributes on the appeal 

and size of a ñKrogerò store. Accordingly, the stores are believed to belong to the Kroger 

retail company and its subsidiaries. Kroger is an American retail chain with 435,000 

employees and 2,760 locations generating approximately $122 billion in revenue reported 

on February, 2020 (Statista, 2019; Bureau van Dijk, 2020; Kroger, 2020). Kroger is the 

fourth most shopped at grocery store in the U.S (Statista, 2019). In particular, Kroger is 

known for its manufacturing and processing of food products sold in stores in addition to 

offerings in jewelry and pharmaceutical items (Bureau van Dijk, 2020).  Krogerôs 

customer base is split across income geographies that are more likely to live in urban 

communities relative to the average U.S consumer (Statista, 2019). Prominently, 

according to Statistaôs Global Consumer Survey, 48% of Kroger customers ordered 

groceries online (Statista, 2019). Naturally, Krogerôs direct competitors include Walmart, 

Target, Costco, Samôs Club and Whole Foods Market, among others. 

The dataset contains transactional data on the products sold from various brands grouped 

by four product categories: mouthwash, pretzels, pizza and cold cereal. Unlike the 

Brazilian e-commerce dataset that provides the data distributed in multiple files, the 

Breakfast at the Frat dataset is provided in a single source file, simplifying its usability in 

experimentation. Figure A3 (see Appendix) depicts the data model in the source file along 

with a description of the attributes available. 

3.1.3 Exploratory Data Analysis 

The purpose of the exploratory data analysis is to gain a deeper understanding on the 

trends and patterns present in historical sales in addition to identifying data quality issues 

such as missing values and outliers.  Additionally, the exploratory data analysis also 

provides information on data pre-processing requirements that may differ across 

forecasting models.  
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Brazilian E-commerce Dataset 

The raw transactional dataset includes 99,441 customer orders made on Olist. In 2016, 

328 orders were recorded as opposed to 45,101 orders in 2017 and 54,011 orders in 2018. 

Over 90,000 orders were actually delivered to end customers while few had the status 

invoiced, shipped, processing, unavailable or cancelled. Approximately 60% of orders 

contain only one item in it as shown by the diversity of unique items sold by product 

category in Figure A4 (see Appendix). Moreover, 93,099 customers made only one 

purchase from Olist out of the 96,096 unique customers that were counted in the dataset. 

This suggests that historical sales data is diverse across the vast catalog offerings and there 

is no significant data on repeat customer purchase on specific items within a product 

category. Figure A5 (see Appendix) shows the concentration of customers across 

Brazilian states, with Sao Paulo, Rio de Janeiro and Minas Gerais receiving the highest 

number of unique customer orders. Since the majority of sales occur in Sao Paolo the 

scope of quantitative experiment is limited to this state. Figure 5 plots, the sales history 

that is available up to 2018, for 9 product categories. The year of 2018 is excluded from 

the plot to better understand the training data used in making predictions for the year of 

2018. There are a total of 71 product categories, and some do not contain any data or few, 

intermittent data points. In figure 5, the ñarts_and_craftmanship,ò ñla_cuisineò and 

ñcds_dvds_musicalsò represent sales of product categories that is sporadic and not 

practical for use in time-series forecasting
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Figure 5: Brazilian E-commerce ï Sales History
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Over the years, most product categories tend to have a positive trend of increasing sales 

volume, peaking towards the end of 2017, which corresponds to the holidays shopping 

season. The positive trend in increasing sales volume for the ñbed_bath_table,ò 

ñhealth_beauty,ò and ñsports_leisure,ò may be due to growth in the number of products 

and sellersô listings under Olist stores in addition to the increased awareness of customers 

on Olist, since the company was founded in 2015. On the other hand, sales history for the 

majority of product categories contains random spikes and fluctuations making it more 

difficult to identify seasonal patterns for forecasting purposes. There are multiple missing 

values identified in the Brazilian e-commerce data across multiple tables as demonstrated 

with Figure A6 (see Appendix). The target variable is the payment_value field in the Olist 

dataset which corresponds to the weekly transaction count and there are multiple payment 

methods supported by Olist, including credit and gift cards among other local mediums. 

Accordingly, certain payment methods like credit cards may contain multiple 

installments. For simplicity, only transactions by credit card with no installments are 

included in the data used by the forecasting models. Predictions are made for the top 

selling 7 product categories that are; bed, bath & table, health &  beauty, sports & leisure, 

furniture décor, watches & gifts, telephony, and housewares. 

 

Breakfast at the Frat  

The Breakfast at the Frat dataset contains weekly transactional data on grocery items sold 

across 77 stores in the US. The stores are located in Kentucky, Indiana, Ohio, and Texas. 

The products sold belong to one of the following categories: bag snacks, oral hygiene, 

cold cereal and frozen pizza. The earliest record of a transaction is on January 14, 2009 

and the last transaction available is on the week of January 4, 2012. Figure 6, shows the 

number of unique products sold, by category for each manufacturer highlighting the areas 

of competition among brands.  
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Figure 6: Breakfast at the Frat ïUnique Products By Category and Manufacturer  

 

Figure 7, shows the two-year sales history, of a product sold from the bag snacks, cold 

cereal and oral hygiene categories. Each row represents the sales of a specific item within 

the category over three distinct stores. Each column is a store. Over the years, the units 

sold of ñfrosted flakesò in the cold cereal category, tend to follow a cycle of fluctuations 

across the stores whereas ñspearmint wispò sales demonstrate intermittent demand 

behaviour across the stores with low volumes of units sold. The presence of various 

degrees of trend and seasonality is observed. This may be due to multiple factors including 

store specific promotions that occur at different points of time and the demographics of 

the customer base shopping at the store.  
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Figure 7: Breakfast at the Frat ï Sales History by Store  

 

Probing into the attributes of transactional data, Table A2 (see Appendix) presents the 

merged information available for each weekly transaction of a product sold. Attributes of 

a store such as ñseg_value_nameò imply that visitors of a ñvalueò store may be more 

reactive to promotions as opposed to visitors of an ñupscaleò store. Further, for a given 

week, information on the number of unique households that purchase from the store and 

number of unique purchase baskets that included the product are provided with the ñHHSò 

and ñVisitsò features, respectively. This information may be helpful to model macro 

trends at a store level and be used for forecasting purposes. Additionally, for a given week, 

attributes that capture whether or not a product is on a promotional display and attributes 
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on price changes are provided. For the purpose of the thesis experiment, the top selling 

stores measured by the all-time number of items sold from the states of Ohio, Kentucky 

and Texas are selected. The sales of 4 products representing 3 distinct product categories 

are forecasted for each of the selected stores. This setup allows to explore the sales of 

product with different demand behavior across stores, sales of competing brands within a 

category and influence of promotional changes. Table 1 presents the selected products, 

totalling 12 possible product-store combinations for which forecasts are made for. 

Table 1: Breakfast at the Frat ï Selected Products  

Product 
Category 

Product Description  Brand 

Cold cereal GM HONEY NUT CHEERIOS  General Mills 

KELL FROSTED FLAKES  Kellogg's 

Bag snacks PL MINI TWIST PRETZELS Private Label 

Frozen Pizza DIGRN PEPP PIZZA  TombStone (Owned by Nestle) 

 

The following section provides details on the Google Trends data collected and used in 

predicting sales on the Brazilian e-commerce and Breakfast at the Frat datasets.  

3.1.4 Google Trends Search Index Data 

Google Trends provides a normalized index between zero and 100 on the volume of 

queries conducted on a search term by location and category of search (Choi and Varian, 

2012). The index is calculated by taking the total query volume for a search term in a 

given a geographic area divided by the total number of queries for that location at a given 

period of time, which can be, daily, weekly, or monthly. Accordingly, it is not possible to 

compare a value of ñ100ò for the search term ñPizzaò on Google Trends data in Canada 

vs. U.S because the absolute search volume in each region varies. Personal information 

of individuals who have searched on Google is not shared. Google trends has been 

publicly available since January 1, 2004 and therefore the index for search terms starts 

with a normalized value of zero as per the data release date. As time progresses, the value 

of the normalized index for a given search term reflects the deviation in popularity from 

January 1, 2004.  
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The Google Trends search index is based on an unbiased sample of real-time data that is 

defined as a random sample of searches from the last seven days and non-real-time data 

which is a random sample of search data that could go back to the first release date, 

January, 1st, 2004 or 36 hours prior to the time the search was conducted. Google Trends 

data does not include statistically insignificant searches made by very few individuals in 

a given geographic location. Additionality, duplicate searches are excluded from the 

Google Trends dataset. A duplicate search is when an individual repeats the same search 

over a short period of time (Google, 2020).  

 

Figure A7 (see Appendix) demonstrates how Google Trends data can be accessed online 

via a user-friendly interface that includes drill down features, different visualizations, and 

functionality to export data into a CSV file. Nonetheless, when using the Google Trends 

interface, daily index series are not returned when a long period of time is selected, 

typically ranging more than 8 months. In return, a way considered to overcome this 

challenge is to extract the data in smaller date ranges to be finally merged together after 

the download. However, it is important that the extracted data is not simply concatenated 

but rescaled appropriately. To illustrate, in forecasting daily e-commerce products prices 

using an ARIMA model and Google Trends, Salvatore el al. (2018) used an approach 

proposed by Velicer and Colby (2005) to process the missing values for each day by 

taking the average of consecutive days.   Besides the user interface that Google Trends 

provides to download the data, other means of accessing Google Trends is via the 

PyTrends pseudo-API (General Mills Inc. and Sonnek, 2016). The pseudo-API contains 

methods to query interest over time for a list of maximum five keywords that can be 

specified by category and geographical location in addition to calls that return a list of 

related topics and trending searches related to a search term. Despite the potential 

advantages that the pseudo-API might yield in terms of bringing in scale to processing 

Google Trends data, officially, it still remains an unsupported API and therefore for the 

purpose of this thesis, Google Trends series are collected from Googleôs official user 

interface. Other limitations of the pseudo-API is that additional effort is required to 

configure settings that would avoid running into the timeout error limit.   
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The intuition behind extracting Google Trends series that carry predictive power in 

forecasting sales of retail items is based on the brand name, product description and seller 

information related to the items sold in each dataset. In addition, Google Trends series 

related to competitor activity and search terms believed to capture consumer preference 

on trending topics that may influence sales of items across multiple categories are 

considered. The only example provided of an actual product sold in the Brazilian e-

commerce dataset is shown in Figure A8 (see Appendix). In short, all product and seller 

information is anonymized in the Brazilian e-commerce dataset whereas the Breakfast at 

the Frat dataset contains the descriptions of the products sold and the respective brands. 

Due to the absence of information on product specifics and seller information in the 

Brazilian e-commerce dataset, search terms assumed to influence the sales of items related 

to a product category are selected by browsing the listings of Olist on partner retail sites 

such as Americana, Mercado Livre and Submarino. Figure 8, shows Olistôs listings for 

the bed, bath and table product category offered on Submarino. There are thousands of 

sellers and items sold under Olistôs listings for multiple product categories and across 

online retail platforms. Therefore, Google Trends is collected for sellers and items with 

high ratings and popularity for each product category, and it is assumed that the trends 

collected correspond to the anonymized products contained in the Brazilian e-commerce 

dataset. 
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Figure 8: Olist Listing ï Submarino   

(retrieved from4) 

 

Depending on the availability of data from Google Trends, search terms are collected at a 

country and country-state level. Assuming that series containing more granular location 

data are relevant in forecasting sales in a given geography, some search terms included 

contain series for both country and state level. For instance, when generating predictions 

for cold cereal items sold at a given store using the Breakfast at the Frat dataset, the 

ñbreakfast cerealò search term is collected at a country level and state level since sales 

 
4 
https://www.submarino.com.br/lojista/olist?context=lojista&filtro=%5B%7B%22id%22%3A%22categoria
%22%2C%22value%22%3A%22Cama%2C%20Mesa%20e%20Banho%22%2C%22fixed%22%3Afalse%7D%
2C%7B%22id%22%3A%22variation.sellerID%22%2C%22value%22%3A%2218552346000168%22%2C%22
fixed%22%3Atrue%7D%5D&ordenacao=topSelling&origem=nanook&suggestion=true 




























































































































































































