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Résumé

Force est de constater quéodpenpoonmatree spea@uwum
démontré le commerce électronique, durant les momentsldsfeti sans précédent, telles

que celle vécue pendant la pandémie historique de la CQYIBien que la transition

vers le commerce électronique ne soit pasoendaisable ni évidente pour les
consommateurs, particulierement dans quelques pays en géeloe n t o¥% | 6acc
commerce en ligne est limité, dans des économies plus développées, les consommateurs
ont su bien profiter du commerce en ligne pour répoadeeirs besoins et a leurs désirs,

vu la disponibilité de celeti. Cette croissance et cettaultiplication impressionnantes

des entreprises en ligne ont mené a un changement structurel dans le monde du commerce

de détail, notamment en présentant deodppités et des défis dans la prédiction de la
demande, per mett ant duats, augx bonsdibxpet dine distributioeas b o |
aux bons endroits et dans des délais efficaces.

Léobjectif principal de ce m®madolagigue e st d
per mettant ddéi ncorporer des donn®es exter
Tr ends, dans | 6exercice de pr®vision de Ve
modernes de | apprenti ssage autlorobastessque ( Ir
de Google Trensgldans la prédiction des ventes, nous aurons recours a l'eesdenbl

données public brésilien du commerce électronique extraites du marché Olist, ainsi que

|l es donn®es de Breakfast at nhéesDurfhhumlty. de |
Ces données serviront a mener une expérience quantitative dans laquelEmmarsies

les performances prédictives sur les prévisions de ventes des modeles suivants : a) le
mod | e de moyenne mobil e autidacéakPrephdtf i nt
(FBProphet), c) | dal gorit hme EXtchiteanee Gr adi
de réseau neuronal artificiel La mémoire a courte durée (Long -Béornt
Memory)(LSTM). La performance de ces modeles de prévision est comparéwdéle

naif. Le code source de I'expérience est mis a la disposition du public et pourrait étre
adapt® dans de futurs projets. Par aill eu
implications de la performance de la gesties stocksles erreurs darévision employées



dans le processus de gestides stocksLes résultats suggérent qu'il rey pas de
différences statistiquement significatives entre les prédictions faites par un modele qui
utilise uniguement un "dataset" de données réelles, et unempgdeutilise des données

réelles ainsi que les données fictives de Google Trends. Néanmmiss;onstatons que

les prévisions sont plus précises lorsque les données réel et celles de Google Trends sont
combinées pour prédire la demande de certainsupisode vente au détail disponibles

dans |l es donn®es r ®el . desprévisions, diveréesa meduges me s u
de performance ont été utilisées. Finalement, les résultats impliquent que les modéles qui
produisent des prévisions de demaplles proches de la moyenne et avec une erreur de

prévision plus faible, ont un impactpositifs | es per formances doéin

Le domaine voit un développement continue dans la recherche de nouveaux algorithmes
de prévision basés sur l'apprentissage raatmue. Par conséquent, les études
comparatives permettent de comprendre les progrés réalseses nouvelles approches

par rapport aux précédentes. De plus, elles servent a tester les anciennes approches qui
ont réussi a démontrer des expériencesgu@utes, et a les appliquer sur des nouvelles

données et des nouveaux scénarios.

Mots clés: Prévision des séries temporelles, Analyse de la chaine logistique, Glstion

stocks Machine Learning, Google Trends, Vent au détail.

Méthodes de recherche Expérience comparative quantitative, Validation croisée des
séries temporellesSimulation.



Abstract

The historical Covidl9 pandemic has demonstrated the impact and essential sigsefican
that ecommerce has athe life ofindividuals during unprecedented times. Although, not

all consumers are able to easily transition tcommerce shopping due to liple
reasons, in particular in developing economies, many shoppers in advanced esonomi
have relied on digital purchases for their needs and desires. Hence, the significant growth
in online business has led to a structural change in the retail indosisgnting novel
challenges and opportunities in demand forecasting to provide thepragtuct, at the

right place, in the right time, for the right price. The primary objective of this thesis is to
propose a methodological framework to incorporateraeatedata, in particular from
Google Trends, in retail sales forecasting by leveragimmgiatn machine learning

techniques.

In order to investigate the predictive power of Google Trends we use the Brazilian e
commerce as well as the Breakfast at the Fuatip datasets, to conduct a quantitative
experiment in which we compare the predictperformance on sales forecasts of the
following models: a) the Seasonal Autoregressive Integrated Moving Average (SARIMA)
model, b) The Facebook Prophet tool (FBProphe)t The Extreme Gradient Boosting
algorithm (XGBoost), and d) a recurrent neural nekweith long shorterm memory
(LSTM). To measure forecasting accuracy, various performance metricsearand the
performance of all forecasting models is benchmdkgainst a naive model. The source
code of the experiment is made available to the public and can be adapted in future
projects. In addition, performance implications of the forecasting errahg imventory
management process are evaluated using alaiion. Findings suggest that there is no
statistically significant difference in the predictions made by a model that uses only real
world data as data input and a model that includeswedt data and Google Trends as
data input. Nevertheless, forettag accuracy improves when reabrld data and Google
Trends are combined to predict the sales of some retail products available in-the real
world data. Generally, results imply that models malsalgs predictions that are closer

to the mean and with losv forecast error, have a positive impact on inventory



performance. The field continues to expand with research on new machine learning driven
forecasting algorithms. Therefore, comparative stugieside an understanding of the
progress being made witlew approaches relative to previous ones and serve in testing

out old approaches that succeeded in previous experiments, on new datasets and scenarios.

Keywords: Time-series Forecasting, Supply Chahnalytics, Inventory Management,

Machine Learning, Googl€rends, Retail.

Research methods: Quantitative Comparative Experiment, Timm®eries Cross
Validation Simulation.
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Chapter 1

1.1 Introduction

The historical Covidl9 pandemic has demonstrated the impact and essential significance
that eecommercehas one v e r y 0 n a@isg uhpreced@ested time&overnments
around the worldthave imposed mandatory restrictions antbrcedemporary shutdown

of stores and restaurants to limit the spread of the virus among c{ig&GNews 2020;

The Canadian Pres2020. In responsgdigital purchases haw&urredand global retail
e-commerce sales are projected to reach 6.54 billion USD by 2022, an increase from 1.33
billion USD in 2014 éMarketer 2019. Although not all consumers are able to easily
transition to ecommerce shoppindue to multiple reasons and in particular in developing
economiesmany shoppers in advanced economies have relied on digital purchases for
their needs and desirdSuromonitor Intern@gonal, 2020. Hence, thesignificant growth

in online business has leéd a structural change in the retail industry, presenting novel
challenges and opportunities in demand forecasbngrovidethe right product, at the

right place, in the right timdor the right price.

The internet search capability is a key activitgttieads to a purchase of goods or services
across different retail channels. Frotovember 2018 to November 2019, intersedrch
traffic initiated 65 percent ofjlobal e-commercesessios with 33 percent of the traffic
attributed to organic search an@ Bercentto paid searchWolfgang Digital 2020).
Notably, Google dominates the worldwide market share of all search engines since it
entered the market in 1997 and now comprises of 86.02 percent of total searches as of
April 2020 (StatCounter 2020). Futthermore studies have emerged that focus on
including intenet search data in demand forecasting. For example, Ghagldssearch

index data has been shownroreasingly influene and impadbusiness outcomes across

a variety of industries, rangingofn predictingprivate spendingJK cinema admissions

Zika epidemic, tourism influxandoil consumptionHandandJudge 2012;Teng et. al;
2017;0nde, 2017; WooandOwen 2018;Yu et al. 2019. This thesis seeks to add to the
literature by investigatinthepredictive power oGoogle Trend retailsales foreasing

using modern machine learning techniquébe predictive power of Google Trends

2



explored by considering general search terms that can bénueedcasting the sales of
multiple producs across categoriasd other terms related to the actigtad supply chain
partners participating in the fulfilment of the epbduct. This setupuilds onprevious
studies to exemplify,Boone et. alZ018 that use Google Trends data in sales fotscas
generated atraindividual productevel for anonline speciality food retaileand select
search terms that are directly related to the brand name or descriptiontefrtsold.
Additionally, an inventory management simulation is conducted utgizine sales
predictions generated from the foredagt models, tointerpret supply chaincost

implications

Fisher and Raman have been studying-datgen analytical forecasting approaches to
retail i ng si nKsbkerdtale20l#)in drhelNe® Gcencé of Retailing
(2010 they surveyretail mmpanies to track their practice in forecasting, suppbirc
efficiency, inventory planningand data managemertigher et. al, 2014kisherand
Raman, 2018). The authors observed that a majority of retailers treated demand
forecasting as a righirain function that is based off intuition and experience a®sgp

to a systematic use of datéigherand Raman, 2018However the sources advailable
datathat can be used producing forecasts have emerged from pofrgale (POS) and
loyalty cards to irstore video and social media exchanges, among otharsllagn the

early days of analytical forecasting, effectively analyzing historical sales data has been
proven useful in improving decisiong order to make more informed decisions and
demand foreasts, retailers are looking into opportunities to mix aith scienceby
leveragingnovel techniquesvailable throughhe increasing influx of data in terms of
volume, variety, velocity and veragit(Hofmann and Rutschmann2018. Global
spending by retailers dArtificial Intelligence @Al) servicess expectd to react 2 billion

USDby 2023 which is an increaseom an estimated 3.6 billiddSDin 2019, ,with expert
demand forecasting systems taking a considerable share of tlsetinvee n t (AJuni
resear ch hi ¢gPhoiminegtly timesedesddetakit®y)has previously received
significant attention from academia and thdustries anavill continue tobe important

in the future



This thesis intends to add to time-seriesorecasting body of knowledge by conducting

a comparative quantitative expaentthat is applied othe BrazilianE-commercdublic
Dataset by Olistand the Breakfast at the Fraublic dataset by dunnhungbn order to
explore thepredictive power ofGoogle Trendsn forecasting retail saleShe field
continues to expand witlesearch on new machine learning driven forecasting algorithms
and therefore comparative studies provide an understanding on fregadeing made

with new approaches relative to older methods. In addition, comparative studies serve in
testing out methaxl and approaches that succeeded in previous experiments on new

datasets and scenarios.

1.2 Contribution

The contribution of thishtesis are as follows:

1 A methodological framework to incorporate external dataretail sales
forecasting and in particular d8gle Trends by leveraging modern machine

learning techniques.

1 Empirical Comparison: Usinthe Brazilian E-commercePublic Dataset by Olist
and the Breakfast at the Frat dataset by dunnhumiopmparethe predictive
performance on sales forecastof the bDllowing modek: a) Seasonal
Autoregressive Integrated Moving Avera¢®ARIMA), b) Facebook Prophet
(FBProphet)c) ExtremeGradient BoostingXGBoost) andd) arecurrenteural

networkwith longshorttermmemory (LSTM)

1 InventoryManagemenSimulation theforecasting resultsf the different models

consideredare used to simulate a periodic inventory control policy

1 The source codeof the experimentis made available to the public and can be

adapted in future projects.

1 https://www.kaggle.com/olistbr/braziliarecommerce
2 https://www.dunnhumby.com/sourceiles/
8 https://github.com/FerasBasha/ForecastiiRetailSalesUsingGoogleTrendsand-MachineLearning

4


https://www.kaggle.com/olistbr/brazilian-ecommerce
https://www.dunnhumby.com/source-files/
https://github.com/FerasBasha/Forecasting-Retail-Sales-Using-Google-Trends-and-Machine-Learning

1.3 Outline

This thesis ha$ parts.In Chapter twowe conducta literature survey and review of
related work Chapter three will elaboraten thedata collection and integratiggrocess
which is followed by Chaptefour where themethodology and experiment design are
addressedn chapter five, the results of the experiman¢ presentednd inChapter 6

the limitations, conclusionral an outlook for future endeavassshared



Chapter 2

2.1 Literature Review

Typical retail supply chains involve the collaboration and coordinatiomanufacturers,
wholesalers, warehouses, distribution centres, physicaVvisinal stores as part of the
endto-end process that makes the final product available tecensumers. Multiple
studies have loomed investigating supply chain managemetaigstrand organizational
performance, leading to the development of the SuppigirCOperations Reference
(SCOR) model endorsed by the Supply Chain Council and APHD@n(et. al, 2004).

The SCOR model provides a unifieciineworkins u pp |l y c¢c hai practngsn a g e me
and processes thatesult in top organizational performancéo¢kamy Il and
McCormack,2004) Supply chain decisions in the SCOR model are broadly grouped in
to four key decision areas referred to as plan, source, nmakediver.According to
Souza (2014) and gwesentedn Table Al (see Appendix), demand forecastisgan
activity that influences all SCOR decision ared&n planning is considered for strategic,

tactical,and operational purposes

To illustratesuppl chain decisions at an operational leensiderthe sales forecast
made by a clothing brandinamti pat i on of n e xThe fonecastechsfoe st or
sales aré¢ranslated into a demand forecast at the distributor level and a bill of materials a
the manufacturer levellhe forecasts are then used in planning and the execution of
activities relaed to production planning,inventory managementpricing, and
transportation management among oth@&rws.extend the example, a strategic decision
facingthe clothing brand would be where to locate a new production facility. In this case,
aggregate saldsrecastsand growth trajectory for the next three to five years may serve
as in input in the facilitjocation decisionA review of researclon forecasing retalil
demand from a strategitactical,and operational levaes provided byFildes, Ma and
Kolassa2019) The focus of this thesis is on operational supply chain decisions a retailer
faces and in articular the activities of sales forecasting andentory management.
Emerging machine learning algorithmsed in retail sales forecastiage explored and
compared with timeseries methods.



Machine learning is a science that is rooted in the fieldstatistics, data mining,
computer science, enginegeg and other disciples that study the modeling of data for
predictive and inference purposes (Hastie, Tibshirani and Friedman, 2@06jding to
Mitchell (1997) a machine learning algorithm learns frexperiencee with respect to a
taskT as the expeeinceE improves in performance that is measured Witficoodfellow

et. al, 2016). To illustrate, consider the task of predicting the sales price of $eswhd
cars sold. Features of secemahd cars belieed to influence the sale price such as
kilometersdriven, vehicle condition and manufacturer among others are modelled using
a function to learn the relationship between inputs and outputs. Mathematically, this can
be represented with a model "Qwho whered N 5 is the price of car sdd, & N

a is the feature input vector corresponding to candw N 8 is a vector of
parameters. Accordingly, functidnin this example can take the form of a regression
algorithm. Depending on how the model is fed input data, which nciydi® inputs with

labeled outputs cwho or inputs without labels on the outpub , machine

learning tasks may Heroadly categorized into supervised and unsupervised leatning.

the example of a regression algoritlutilized to predict the price of secohdnd cars,

the loss of the model can be measured with the squared error between model predictions
and true valug Hence, the set of weights or parameters of the selected machine learning

model that yield the lowestss are optimized by a machine learning algorithm.

Under supervised learning, information on the outcome variable guides the learning
process leadip towards the generation of future predictio@ the other hand, in
unsupervised learning tasksput data does not contain labeled outpi@sodfellow et.

al, 2016) For example, a clustering algorithm can be useg¢mentustomerdbased on

purchasng behaviourCorrespondingly, in unsupervised learning, datdilized with the
intenttoinferthemder | ying structure and distyibuti
Goodfellow et. al, 2016). The focus of this thesis is on supervised learniorttaits

used in retail sales forecasting andhie following sectiona survey of emerging methods



usedin previous studies is provideHirst, an overview of common tirreeries methods

as well asimachinelearning driven techniques usedratail forecating are provided.
Thereafter approachepreviouslyused to integrate Google Trends datéorecastsand
predictiongasksare examined.astly, forecast errors, common performance metrics used
and the implication thasales forecastingccuracy has oinventory managemeris

inspected

21.1 TimeseriesForecasting

Time-serieds obtained by collectingataover timewheretypically pastobservationsire
correlated to succeedingnes andthe sequence of data points carries imporéanc
Mathematics is used to modék behaviour of the timseries datalime-series models
focus on identifying changes in tgerns over time within the data agell as the
examination ofissociatiomelationships between the dependant and independent variable
(Winters, 1960fParket al. 1991, Holt, 2004;ChuandZhang,2003 Thomassey2013;
Ljung et al. 2014 In a world with no uncertainty,a model that captures all the
characteristics of timeeries data and makes accurate predictions on the future without
error is referred to asdeterministianodel(Box, JenkinsandReinse] 2008).In practice,

retail sales contain a higllegree of unceainty due tomultiple factorsranging from
changes in weather, econonuienditions,and consumer preferences in additiorthe
occurrence ofpromotions and calendar even(¥homassey 2013) Accordingly,
stochastic models are used to actdor uncertaity in therealworld by calculating the

probability of future values within defined limitB@x, JenkinsandReinse] 2008)

The most common timseries methods used in retail demand forecastingnareing
average, weighted average, enpntial smoothening, ARIMA and SARIM@lon et. al,
2001; Souza, 2014Fildes, Ma and Kolassa2019. Additionally, common timeseries
models can be implemented with spreadsheet softusse bymanyorganizationgike
Microsoft Excel, making the usabilitgf time-series methods an attractive factor in
practice.De Gooijer and Hyndman (200&view publicationson timeseries forecasting
spanningmore than two decade$ researchbeginning in 1982in journals manageby
the International Institute dfore@sters,among othersThe authors classify reviewed



papers according to the tirseries methodised highlighting that each timeeries
technique may relatively be more suitable in identifying the behavior of hidtdata
depending on the presence ofswality, trend, and cyclical behavior found in a given
datasetA trend occurs as a result of a letggm positive or negative change in the time
series datgdWu et al. 2007, due to for example a change in disposal inctimag likely
leadsto more spendig on retail shoppingionthovermonth Whereas, seasonality is a
positive or negative change recurring on a periodic basis as time prodiasses al,
2016. A basic eample of seasonality is the tendency ofeceam sales increasing on
hot summer dys or when more foot traffic is observed on weekends in the case of a

supermarket.

The works of Hyndman et al. (2002) and Taylor (2003) propose a taxonomy that helps
practtionersin usingexponential smoothing methods accordioghe patterns of trend

and seasonality that can be linear or-tinear. For exampletime-series data with no

trend or seasonality the simple exponential smoothing method may be applicableswherea
Holt-Wi nt er s mul t i pl iswtedfoi nerdinean émebeded d& vath mo r e
additive trend and multiplicative seasonalibe(Gooijer and Hyndmar2006).However,
common timeseries models are not as effective in modelling-limoear timeseies
relationships. To exemplify, basitgle and multi linear regression modessumethat

the dependent variable is a real value endssumed to follow a normal distribution.
Furthermore, dspite the flexibility ofthe ARIMA methodin modelling deternmistic
characteristics of timeeries using linear autoregression atathastiqroperties using
themovingaverage procesmnd trend Gochevallieva et al. 2019, ARIMA tends to be
weakin capturing nodinear timeseries dependenciddwWarng 200J). Other challenges

in fitting common timeseries models for retail sales forecastingynibe due to the
bullwhip effect, the fact that there is limited amount of historical data as new pradeicts
launched/listed or the ability to model the impact of price changes of one product on others
(Garcia et. al, 2003Bayraktaret. al, 2008Ferrera et. al, 2016). Meanwhile, machine
learningbasedapproaches gained popularity in retail forecastiiog multiple reasons
including their strength in modeling neimear timeseries relationship@Ahmed, et al.

2010 Cadavid LamouriandGrabot 2018 Bandara et aR019;Ohrimuk et al. 202D



2.12 Decision Tree Models

Decision trees are used in supervised machine learning tasks and can be applied to
classification (categorical target variable) and regression (continuous target variable)
predictionproblems(Hastie, Tibshirani and Friedman, 2Q00Regression trees see t
partition data into regions and fit a model into each spésestie, Tibshirani and
Friedman, 2009 Krzywinski and Altman, 2017 Fallah and Ahrens, 2018 To
demonstratehe process fobuilding a decision tree, suppose that a sports merchandise
retailerwith a limited advertising budget seeks to utilize a classification algorithm that
predicts if an individual will convert into a customer or not. The data science team at the
organizatbn decides to train a decision tneging dataon existing customes; including
descriptive features and a label &achcustomer record indicating if the customer was
converted or noOnce the decision tree is trained, a prediction on weather a neswneust

will convert or not is made by usingcaterionto evaluate thesiatures of new customers.

Each feature within the dataset is modedatba node on a tree withleaf representing

the possible outcome. Hence, the intuition is to divide the tram@tgset into smaller
datasets based on the features such thatsedcataset falls under one labeled outcome.

In this example, assuming that the geographic location of a customer is a predictor for
conversion, a split could be done by asking a truelse fpiestionl i ke @Ai s t he

|l ocated in the Quebec region of Canada. o
entire dataset is partitioned into subsets by performing splits on the customer region
predictor variable.
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Figure 1 depicts a bas represerdtion of a decision tree consisting of a root node,
decision nodes and leaf nodes

Figure 1: Decision Tree(adapted from Chauhan, 2020)

Root Node

/Té se

Branch

Leaf Leaf

Overall, the process of building decision trees can be grouped into three key activities
known as splittig, pruningand tree selection. The decision on which feature to use in
splitting the dataset is based on mathematical criteuzh as entropy (measure of
randomness in the processed features) or the information gain resulting from a split
(Hastie, Tibshiani and Fredman, 200P In classification problems the Gini index is used

to calculate the probability of a feature classified incorrectly when selected randomly
whereas in regression problentgpically the esidualsum of squaresis utilized to
determne the impamlance of a feature when a split is mggtastie, Tibshirani and
Friedman, 200Q The calculations for splits is made every attribute anthe attribute

that has the highest importanceasured by thaighestvalue forinformation gainis

placd at theroot node However, a challenge associated with training decision trees is
overfitting the datain particular when the datasetreatively small (Hastie, Tibshirani

and Friedman, 200%ochevallieva et al. 2019.
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Theoretically, a decisiomde couldpotentially overfitif the depth of the tree is tdagh.
Accordingly, pruning refers to the processpréy, ntingoverfitting in decision trees by
shortening branches into a ledfiastie, Tibshirani and Friedman, 2009 ypically,
pruning isachieved g dividing the entire training dataset into a subset of training and
validation sets. The decision tree is trained on the subset of training data and pruned for
the highest accuracy on the validation $éereafter, the tree that yields the Isiveross
validated error is the final tree selected for making predictions on new values.
Advantags of using decision trees is tin@bility to model numerical and categorical data
alike, to model nonlinear relationshipsto determire the importance ofpredictor
variables and to provide means to interpret how the model arrivatits results
(Krzywinski andAltman, 2017 Gochevallieva et al. 2019)Accordingly,decisiontrees
have been used in sales forecasting due to the ease of usgeapicktabiliy by users
(G¢r et al.2009 Loureiroet. al, 2018)In contrast, small changes in the dataset may yield
to different splits and results (Hastie, Tibshirani and Friedmarg)200addition, when

the independent variables amlolservations used are not significangidien trees tend to

yield unstable performance (Gocheliava et al. 2019).

The classification and regression tree (CART) method is a supervised learning algorithm
that can be used in building decision trees fione-series forecasting purposes
(Krzywinski and Altman, 2017). Thesplit criteria and determination of the root node in
CART regression trees is achievieglleast squares to minimize the residual of sum of
squares between the actual data and the avesdgdated in each legGochevallieva

etal. 2019) In practice, the CART method is implemented by defining control settings
like for instance the minimum number of observations to be included in a node and the
splitting method,among otherOther method for building regression trees are the %

tree algorithm Quijdi, Belbachirand Boufares 2019 inspired by the ID3 algorithm
initially proposed byQuinlan (1986), and the random forest algorithm among others
(Castillo & al. 2017.

Moreover, a decisiortreebasedapproach gaining popularitynisales forecasting is
XGBoost, developed byiangi Chenin 2016 Chen and Guestrin, 20L6Gradient
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boosting is a technique typically used with decidi@e algorithms like CART to build a
mode that makes predictions based on an ensembieeakmodels(for exampletrees)
(Friedman, 2002)Each learner within XGBoost is represented by a decision tree and the
final model is the sum of all treeGradient boosting of trees is an approach thabts

new however what makes XGBoost attractive is the compuotdtefficiency achieved

by boosting trees in parallel as opposdedsequentially friedman 2001; Chen and
Guestrin, 2016) This then allows to build treleoosting systems at scale. Since the
XGBoost model has been made available for public use, igeastbe winning algorithm

in numerous datacience competitions, highlighting its gain in popularity for regression,
classificationand ranking problem#&/plkovs d al. 2017 Baraniak 2018Xia et al.2020.

Since the proposal of the XGBoost method(d &, therénas been a rise in the application
of XGBoost on sales forecastiag reported by Behera and Nain (2019) wbonducta
comparative study on Big Martés sales and
relative to the existing models as maasiby mean absolute error (MAE) and root mean
squared error (RMSEXKrishna, Aich and Hegde (2018) compare machine learning
algorithms for retail sales forecasting at a store leMegirresults suggest that XGBoost
is the best performing algorithm witthe lowest RMSE and the highest value for the
coefficient of determination, Bcore Wu, PatilandGunaseelaf2018) compareitferent
machine learning algorithms the prediction of retail saleduring Black Friday and
report superior performance of X@8st over other regression and désgrningbased
models as measured by the M$Hrther elaboration on how XGBoost is used iretail

sales timeseries forecasting context is provided in the methodology section of this thesis.

13



2.13 Deep Learning Moels

Deep learning is d@ranchof machine learning thaises multilayered perceptrons
solving realworld problemqGoodfellow et. al, 2016 The foundations of deep learning
are rooted in artificial neural networks (ANNS) thdiaw inspiration frombiological
nervous systemd he functional unit olan ANN is the perceptron (Rosenblatt, 1958).
Figure2, depicts a percemn, where inputo N 5 is fed into the neuron that generates
outputw N A based on an activation functibmias in the modelling process is accounted
forwith® and0 N a is the weight assigned to inpxat The perceptron proposed by
Rosenblatt 1958) is typically applied to binary classification probleamsl could be

thought of a mechanism that weighs evidence to generate an output. Incidentally, more

versatile learning methods, known as deep learningfoameed when perceptrons are

structuredm multiple layers utilizing ANN architecture&¢odfellow et. al, 2016

Figure 2: Perceptron

» Vi

Figure 3, contrasts ahallow ANN architecturethat contais aninput, a singlehidden
layerandanoutput layetoai d e e p 0 neur al n e towtairrs knorathan h i
one hidden layeiThe size of the input layer is the number of inputs plus 1, the size of the
hidden layer(s) is determined by a hyperparametetreritput layed sizeis equivalent

to the number of output#t can take the form ad scalar or a vectoEach arrow denotes
aconnectionand each node is the weighted sum of its inputseeded by a ndimear

activation functioras illustratedy the shallonANN in Figure3.
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Both neural networks shown in FiguBeare called feedforwd neural networksince
information flows one wayleft to right with no feedback connections thpaissthe
outputs of the model back into the modsklf (Goodfellow et. al, 2016 In training
feedforward neural networkgradient decent optimizatiorstands out as a popular and
relatively simple approadh comparison to other methofiSoodfellow et. al, 2016 The
gradient descent learning algorithm relies aackpropagation which refers to the
process of updating the ighats of a neural networkising a loss functiona € i i
NDOOE @B 6o QQ BEOSXRHO reduce the error in predictions and this
information is fed back to the networkderivethe gadientwith respect to parametens
(Massonand Wang, 1990Goodfdlow et. al, 2018.

Figure 3: Feedforward Neural Networks

Shallow Neural Network Architecture Deep Neural Network Architecture

Input Layer  Hidden Layer Output Layer Input Layer Hidden Layers QOutput Layer

Over the years, neural networks have been extensively applied to retail sales forecasting
commonly using the muHayered perceptron type of neural network due to its ability in
mapping arbitrey inputs and outputs (Zhang et. al, 1998; Alon et. al, 2BOirentzes

2013. Chang, Wang and Liu (2007) evaluate the performance of various netwakrks

to forecast the sales of printed circuit boards (PCB) at the manufacturer level. The authors
report superior performance of the weighted fuzzy neural network, measured in terms of
mean absolute percentage error (MAPE), mean absolute deviation)@®hdDootmean
squared error (RMSE)uzzy systems are used to model«eatld problems based on

humanknowledge using linguistic expressicbzabanskiJezewskandLeski, 2017). A
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fuzzy neural network learns the parameters of a fuzzy system usingxiapgiion
techniques employed in neural networks (Kruse, 2088).et al. (2008) explore
forecasting appat sales using evolutionary neuratworkson two years othistorical

data andfound superior performance of neural network models over the traditiona
SARIMA method for products with low demand uncertainty and week seasonality.
Evolutionary neural netwks are used to overcome the drawbacks of gradient descent
based training algorithms such as backpropagation (Y@@3). The intuition behind
evolutiorary neural networks is to model the training process as the evolution of the
connection of weights appraaing a near optimal set defined by a fithess function (Yao,
1993).Sincethe selection of the structure, parameters and number of neuros are various
aspects that influence the performance of Ad\NMNevolution algorithmshave been
successfully useth optimizing the design and the parameters of ANN#g et al.,
2013).Sahin, Kizilaslan, and Demirel (2018%edneural networkgo forecast demand

for spare aviation parts in order to lower inventory costs and stockbhusfindings
suggest thaheural network perform best as measured by mean absolute deviation for
partswith intermittentdemand Although ANNs are generally know for their ability to
identify nonlinear patternspeural networkechniques tend to be resource intensive and
it is difficult to understand how the model arrived to the predicti@raven and Shavlik
1997).In addition, when training neural networkseofitting can be avoided by defining

a limited number of the epochs hyperparamddas@ndChaudhury, 2007).

However ANNSs do not fator in the temporal order and sequences of the input data which

is an essential aspect of tirseries forecasting. To thand,recurrent neural networks
(RNNs) which are designed to recognize sequential patterns in data have been observed
as suitable fomprediction tasks with varying input and output lengths, enabling the
network to learn from crosseries information (Hewaalage et al. 2020)Jnlike ANNS,

RNN architecturesaddress the temporal order and dependencies of sequences in the

feedback loop oftte recurrent celFigure4, depicts dasicRNN architecture.
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Figure 4: Recurrent Neural Network
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In Figure 4, input vetor @ N a is fed into the network and a recurrence relation,
Q. "Q 'Q hv is applied at every timstept to process a sequence and generate the
output vectord N s1. At each time step the internal st&eof the RNN is updated by
applying a function parametrized by a set of weightbased on the previous internal
state’Q and the inputv at stept. Generally, the same functidrand set of parameters
are usedt every time steg-urther, an individual loss is calculated at every time step and
the model loss is the sum of individual losses. Similar to ANN, the RNN can be trained
usng backpropagation by computing the gradient of the loss with resfyeleence the
neural network is referred to as recurrsiniceinformation is being processed internally
from onetime step to another prido generating an outpuRPopular RNN unitghat
capture sequence in modelling are the Elman cell, LSTM cell and gated néaurite
(GRU) cell (Elman, 1990; Hochreiter and Schmidhuber, 1997; Cho et. al 20thdugh

the sequential data processing mechanism utilized in RNNs is considered & siveng
ANNSs in timeseries forecasting, RNNs contrast with decision-b@sed mdels such as
XGBoost that perform computations in parall@lhe methodology sectioof the thesis
elaborate®n the structure of RNN that contains a LSTM deand istypically utilized

in time-series forecasting

In retail, methods emerging from RNBWriven timeseriesforecasting have shown

promising resultsDas andChaudhury(2007)usea RNN model to forecast weekly sales

at a footwear firm by exploring differentsizeso |l ags wused to predict
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sal es. Resul t s s pafgmasde hetpédairt redticing codisNINedts
improvements in inventory managemevt et. al (2018jmplement a LSTM network

that uses four consecutive weeks to forecast thes sal the fifth week for 66 grocery
products. The authors report that only arfbwf the products had low forecasting errors
and highlight the absence of promotional data as a key challenge in identifying sales
fluctuations. Additionally, the length ofi¢ entire dataset used by Yu et. al (2018) is 45
weeks and as a result therdeiss information on longerm seasonality patterrBandara

et al. (2019) empirically eval uaommerae pr opo
business in order to model therdlinear demand relationship among product assortment
hierarchies.The authorsreport favorable sales forecast performance on two datasets
whereby sales data are aggregated at a product category vsdepgemental store
level. Salinas et al(2020)develop DeepAR, a forecastingathodology that uses RNNs

to learn a global modedhat uses crossinformation from multiple serieto generate
forecasts The intuition is to use data on the past behavior of similar, relateeséres

to make predictions omdividual timeseries. The approach reduces the time spent on
identifying and peparing covariatethat are useth traditionalsingle itemforecasting
techniquesnd is able to produce forecasts for items that have limited or no historical data
available Salinas et al. (202Qkportthat the DeepAR method warkvell on several

datasets without the need for extensive hyperparameter tuning.

2.14 Hybrid Models

Hybrid models work together to predict an outco(isai and Chen 2010) whereas
ensemble learningiethods (ex: XGBoost) work independently of each adhdra voting
system is used to determine a final predictidgbrid models allow the practitioner to
utilize the strength of different techniques in forecaséind the performance of hybrid
models igherefore believed to achieve desirable results over a standalone technique (Na
et al. 2013)To exemplify, a hybrid model could use an unsupervised learningtaigo

to cluster data points and ppeocess training data. Thereafter, a supervised learning
algorithm like a simple classifier can be utilized to learn how to classiyobservations
Thomassey, Happiette and Castelain (2005) explore an automatit-fioeagainference
system that weighand quantifiesthe influence of external variables onekly sales
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apparel sales at a retail distributdhe output of the sheterm forecast is then used for
adjusted mieterm forecasts. The results suggest thahthel hybrid model outperforms
traditional and multiplicative seasonal modédssil, Kaya,and Siradag(2012) develop

a hybrid algorithm that uses fuzzy logic to combine the forecasts obtained from the
moving average, exponential smoothening, and predact/cle methodsto predict the

sales of a Turkish apparel compakgprecasts generated bgob forecasting method are
combined using a rul e based défified withftllen sy st e
statementsThe authors report that the fuzzy logic combiner is adaptive over time as
weights are adjusted for betjgerforming methods arttieresults suggest that the fuzzy
combiner performs better than any of the statistical methods ehmeiweretal. (2019)
develop a new XGBoost model named a&\&XGBoost that incorporates features and
tendency of the timseries data to predict commtdsales. The model works in two steps

by first clustering the data based on selected features and consequently usingriée feat
that are most influential for generating forecasts. Thereafter, a XGBoost model is defined
for each cluster and hence thente€-XGBoost. Moreover, the AXGBoost model use
ARIMA for obtaining insights on trends and seasonality of a given seriesvartbme

the shortcomings of ARIMA by leveraging XGBoost for modeling -inear
relationships. The resultingC-A-X GBo o st mexdidtierls éase cgiculated by
assigning weights to the forecasts made by theGBoost and AXGBoost models.
Results showcas&ée dominance of @-X GBoost 6 s perfor mance mea
mean errar MSE, RMSE and MAE over ARIMA, XGBoost, -RGBoost and A
XGBoost Shouweret al. 2019).

Hybrid modelshave been a popular choigglized in forecastingasdemonstrated with

the winning of the M4forecastingcompetition Makridakis et al. 2020) The winning
submission of the M4 forecasting competition utilizedybrid approach that blends the
exponential smoothing model witmd.STM network &myl, 2020. The proposed
method allowdo exploit the advantages of statistical and machine leaappgoaches

by first fitting individual series with an exponential sotiling equation andhen the
model is fit together with globateural networkweights using gradient desceitihe
method isdescribed akierarchical because the global parameters that apply to all series

and local parameters, specific to each seriegjtdized throughout the learning process
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making use of croskearning. The following sectiomeviewsthecommon timeseriesand
machine learningapproachesthat incorporate Google Trendsdata for forecasting

purposes

215 Related Work Utilizing Googldrends

The potential value in using Google Trends for forecasting, planning, and marketing
activities has been conceptualizby Google with the ter@MOT- Zero Moment of Truth
(Lecinski 2014). The terndescribes a revolutiom the way consumers sehrdor
information online andnakepurchase decisions. Essentially, the moment that captures a
decision may well be the momergnsumers obtain answers to their questions on Google,
reflecting their need or intent to buyhe idea of integrating Google T data into
forecasting and planning activities could be traced back to the w&@kafand Varian
(2012)who demonstratedow to use Google search data to forecast-tezar values of
economic indicators such as, automobile sales, consumer confiderreplayment
claims and otherévarian and Choi, 2009)lhe authors report correlation between-real
time daily and weekly indeof the volume of queries that users enter into Google with
economic indicators. Additionally, the study underlines the usabilisearch queries as

a leading indicator for complex purchase scenarios where planning activities occur much
in advance of th actual transaction. The findings suggest that Google Trends data
improves accuracy of predicting the present and-texar futureand as a result cuts the

lag of reporting that occurs when agencies release results of economic indicator forecasts
ex poste The work of Choi and Varian2012 uses a SARIMA model and has
significantly contributed to the growing interest for research ono w ¢ aldotvdastirng 6 .
can defined as the prediction of the present, near future and nedB @asEb et al.a

2010)

Huang and Penn®Q10 construct a US sentiment index using popularity of Google
Trends searches amg@nerate more accurate forecastonsumer spendingelative to

the indexes used by the Index of Consumer Sentiment from Unywef3uichigan and

the nsumer Confidence Index from the Conference BoasHlitasand Zimmermann
(2009) investigate the relationshine bet we

seriesdata on select keywords using Google Trends. The results suggesing str
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correlation betweethe dependant and independent variables despite the bias attributed
to the turbulent economic environment post recession characterized with changes in
economic policy.Carrire S w a lahdbalbé (2013) use Google Trends automotive
index datathat capture the interest for cgurchases in Chile® build an autoregressive
regression model that could outperform benchmarks -aample and owbf-sample
nowcasts towards smobile salesRobin (2018)explores the usefulness oGoogle
Trendsto improve montht e.commerceetail forecasts in France over traditional indices
like monthly retail trend surveys. The stugly Robin (2018) uses SARIMA model that
contairs monthly retail trend surveys, a SARIMA model containing Google Trends series
and a combined motléhat contains the weighted average forecast from the individual
models. The lasso regression approachsed to determine the most relevant Google
Trends series forofecasting. Robin (2018) reports tl@@abogle Trendslo improvethe

predictive accuracy of the final model, obtairiemin combiningthe single models.

Boone et al. (2018gxplore whether Google Trends, could be used to improve the
accuracy of sales forests for a speciality food online retailer. The premise ofthdy

is based on exploring the relationship between a search for a certain keyword and the
purchase decision associated with a given product in an online retail setting. More
specifically, thestudy investigates whether including the search volumes entdedy

words often used to describe a given product in-8erées sales forecasting models would
lead to improvements in the accuracy of the forecasstatck keeping unitgKU) level.

Resuts suggest that including Google Trends data in the foregastwdelsyields
favorable performance as measuredbiof-sample MAPEThe findings of this study

are significant because the results may be the first to demonstrate improvements on out
of-sanple errors as opposed to preliminary findings on how Googlad& improves in
sample forecast accuracy as reportedBbgne et. al (2015NonethelessBoone et. al
(2018)alludeto the challenges associated witlentifying and selectinggeywordsthat

would be relevant in forecasting the sales of an it@naddition, polysemous words are
likely present a challenge when using Google TreBgghe same token, terms that are
semantically perceived to be unrelated could also play a major role in explteing

behaviour of the dependant variable and hence the protestecting th&keywordsto
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be used relies ontaal-anderrormet hodol ogy al ong with the p
Silva et al. (2019) utilize Google Trends in fashion retail forecastingdoyparing

parametric and neparametric forecasting models ¢galuate the best model to predict

the sales of Burberry using Google Trendse work of Silva et. al (2019) reports forecast
performance improvements when Google Trends datecluded in a dnoised neural

network autoregression model. This may not came surprise sindoo gl eds annu
report on fashion trendends to bexccurate irexamining what people are wearing and

w h a tredding (Boone, 2016).

Summarizing the related worthat useGoogle Trendsin forecasting,results from
numerousstudies suggeshatthe use ointernet search informatioimproves forecast
accuracy andhelps better decision making across a variety of industries including retalil
and e.commerce. The models used ireyious works commonly emploime-series
techniquedike SARIMA and more recently machine learning approaches like neural
networks for regressioihe choice and predictive power of Google Trends search terms
may vary significantly when trying to pred&tJS sentiment index as done by Huang and
Penna (20Q) vs. a micro level prediction taike in the work ofBoone et al. (2018yho
forecast SKU level sales of an online specialty food retalldditional details on the
Google Trends data is provided 8ection 3.1.2 Google Trends Search Index Data
Additionally, in chapter fourwe provide theframeworkused to collect and integrate
Google Trends search dataretail sales forecasting with XGBoost and LSTRNN

machine learning models.

216 Forecast Eror and Performance Metrics

The impact of forecast errolmson supply chains may vary across organizations and
managerial priorities in terms of breadth and depth, affecting planning, capacity allocation
and inventory management decisions (Lee and Ad&86; Kahn, 2003;Kerkkanenet

al. 2009) It is realistically not feasible to aim for the perfect forecast in practice.
According to ChopraMeindl and Kalra(2013) forecast errors may arise due to the lack
of experience of the forecaster, planned pri@ngdes, promotions, competiteehaviour,

political and economic conditions among other external factors that may represent
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uncertainty.Accordingly, it is important to be able to report, analyse and diagnose
forecasts error{archerg 1976) When analysindorecast errgrspecial agntion is paid

to the presence of systematic error. For example, a model that is consistently under
predicting values from the actual value suggests that the model is systematically
underestimating and therefore should be coeb¢Giacomini and Rossi 290 By the

same token, contingency plans can be planned for by considering the forecasting error
(Chopra,Meindl and Kalra 2013). Lastly, among the various metrics used to measure
forecast error, MSE, RMSE, MAD and MAPE tendsiand out as being commonly
employed ChopraMeindl and Kalra 2013).

When considering the supply chain from an-eménd perspective, the variability of
orders tends to increase the further a supply chain party is distanced from the end customer
and his phenomenon is known dsetbullwhip effect (Lee et al. 1997). To exemplify,
suppose a supply chain network that produces and sells canned drinks consists of a
manufacturerdistributor,and a retail store whereby the end product is made available to
erd customers. The retail seogenerates demand forecasts based on market demand

point of sale (POS) data. The distributor then uses the demand signal from the retailer in
producing her forecasts and similarly the manufacturer generates forecadtsibése
demand signal fronthe distributor. Therefore, demand information tends be distorted
further downstream the supply chain for multiple reasons including order batching due to
long lead times for less frequently ordered goods and price fluctuéltieast al. 1997).
Accordindy, the forecast error is intertwined with inventory management decisions
across the supply chaiand n the following section,an overview ofinventory

management policies commonly used in resgrovided.
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2.2 Inventory Control and Supply Chain Performance

Inventory managemeiuiays a key role in supply chain and logistics activities. On one
hand, carrying inventory smoothens operations by satisfying demand awsrigble

stock eliminatingthe need to create or procurenge from scratckViale,1996) On the

other hand, excess inventasyassociated with multiple costs including storatzamnage,

and obsolescence (Viale, 1996prrespondingly, inventory control policies are used in
making decisions on how much inventosyneeded to buffer agest the uncertainty in
demand and supptyiroughout operational cyclesurthermoreinventory replenishment
strategies take into account the nature of demand which may be independent or dependent
(Toomey, 2000).

Independent demandccurs where consumptio is determined by the market, to
exemplify a store where the customer makes a purchase. Often, independent demand
inventory is called distribution inventory thaonsists of a finished goods at a
manufacturer warehouse or packagexnins at a regional digbution center(Toomey,

2000). Whereas, dependent demand inventory is calculated based on customer orders
translating into the raw materials and components required to make the final goods
available (Toomey, 2000). Typically, indapdent demand is forestad, providing the

input for aninventorymanagemengystem that determines how much, when and where
an item is required based on predictions of future operathrsordingly, inventory
management systems seek an order replenighpodicy that minimizeghe total cost
associated with acquiring, holding, ordering and shortage of inver@mgpta,Meindl

and Kalra 2013). The methods used in awventory control systendependon the
behaviour of demand. To exemplify, the basic ecaicmrder quantity (EO§dmodel for
inventory management assumes that demand is static and deterministic and tfearefore

a given planning horizorgn inventory level that satisfies all demand without shortage
can be computed (Wee, 2011h).contrast, whendemand iassumed to bstochastic, the
inventory management method used includes a buffer (safety stockjnpensate for
shortage riskgluring the replenishment period referred to as period of(fliskmey,

2000; Wee, 2011 According toCoelho, CordeaandLapate (2014) demand is defined

as stochastic when it is not assumed to be stationary over time. This implies that if a given
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time-series were to be divided into N sections, the mean and variance measured for each
section would not be equivaleurthermorecommon inventory management methods
such aqr,Q) and (R,S)that model stochastic demand, assume dieabtandfollows a

normal distributiona property that typicallgppliesfor regular andastmoving retail

items Kapalka, KatircioglutandPuterman 2009).

Under a continuous review systemuch agr,Q), inventory control is performed in real

time using the parametey for the reorder point andarameteiQ, for the order size of
replenishment (Toomey, 2000). The premise of continuous resgithat inventory levels

for a given item is being monitored and once the inventory level reaches the reorder point
r, a fixed quantity ofQ is placed (Toomey, 2000). The timettyeen when an order is
placed andts arrival is referred to as the lead time, Hence, the reorder poim a
continuous review system is calculated by adding the anticipated demand during the lead
time and the safety stockhe safety stock is calcuit using statistics on the standard
deviation related to the deviation in letiche and service level desired by the firm
(Toomey, 2000).The ,Q) inventory control method anceorder pointprovides an
intuitive way of managing and calculating inventaviren independent demand has a
consistent uniform rate (Roll and Kerbs, 1982; ey, 2000).In retail however,
counting the inventory level of each SKU may be costly due to therargberof items

a supermarket storaay contain. Additionally, for many tail items demand may not be
continuous and is often lumpy and therefore alteve replenishment strategies have
been developed@umolandide, 1956 Roll and Kerbs, 198Z5e at al. 2019%nyderand

Shen, 2019)

When independentdemand is nofflowing at a uniform ratea timephased order
replenishment policy can be implementdd@dmey, 2000Chopra,Meindl and Kalra

2013). Under a periodic review system l{ligS)an order is placed every order interval

R. The order intervaR is usually predeterminedand the order quantity corresponds to

the difference between the target inta@y levelSand the current inventory level when

the order is placed. The target inventory level is usually determined based on anticipated
demand, lead time, revieperiodR and the safety stock. Although the safety stock tends

to be higher when usingperiodic review system since the period of risk is extended to
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include the review cycle ardad time, among the advantages of (Re5)system is the
ability to crea¢ a consolidated purchase orétara supplier across multiple items while
having the féxibility of ordering small quantities for thosew-movingitems (Toomey,
2000). Another inventory control system for stochastic demand is themmain system
(Agin, 1966). The miamax system cabethought of a combination of th{g,Q)and(R,S)
methodssince at each time period the inventory level is checked. If the inventory level is
found to bebelow the reordepoint, then an order is placed to bring back the intesn

level to the maximum target levéf.the inventory level is above the reorder fgpimo

order is made until the next inventory review periblalis, at an organization, the selected
inventory control method associated with a continuous or periodiewesolicy in the

case of stochastic demand will vary based on multiple factors ingltigenbehaviour of
demand for an item and the balancing of the ta@ifldbetween service levels and
operational cost. Furthermgmomprehensive models on inventory mgement that take

into accounthe dependencies amorgplworld multi-echelon supply @ins across the
stages of procurement, manufacturing and distribution have been proposed by Clark and
Scarf (2004) and Dai et. al (2017).

In a retail setting, inventgrcontrol policies are oftesupported byhe predictions made
from a forecasting modelnd the inventory control method utilized will vary according

to the trade off between supply chain costs serdice levelsBased on the anticipated
demand, productio scheduling, inventory management and transportation activities are
planned forTherebre, forecasting models that are able to generate predictions with less
error help in advising morgroundednventory control policyOver the years, common
time-series anchovel machine learning driven techniques have emerged to make use of
data to genette predictions on the future. The choice of the method used in modelling the
data varies on the availability of data as well as teegirce of levetrend,or seasonality

in data in addition to the experience of the practitioner and other fattosghesis will
compare the forecasting performance of common-seres and emerging machine
learning driven modelsThereafter, a simufi@n is run to interpret themplications that

the forecasting accuracy has on inventory management and supply chanmpade

associated with a periodic inventory management sydges).
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Chapter 3

3.1 Data Collection and Integration

In this chapter we describe theealworld and publicly availabléraziliane-commerce

and Breakfast at the Frat datasataddition to he Google Trends datallected forthe

thesis experimentsing Python,historical sales patterns ansualized,and the scope of

data utilized in the experiment is determinébogle Trends data on search terms
assumed to carry predictive importancdarecastingsalesfor each dataset is collected
from Googl eds we b sandassumpliohssadednmtagsating €aoglet i on s
Trends search index data in tireeries forecasting is discussed. Furthermore, data pre

processing and feature engineenoggformedon the datas elaborated on.

These realvorld datasets differ in terms of products sold and the shewel. From a
sales channel perspective, the Braziliatcoemmerce dataset contains only digital sales
whereas the Breakfast at the Frat daiatains only irstore sales. In what follows, the

business background of the re@abrld data is introduced.

3.11 Brazilian E-commercePublic Dataset by Olist

In 202Q Brazil accounted for more than a third of the Latin Amerie@ommercenarket
share(Statista 2020).In March 2019, theop two majoronline retailes in Brazil were
B2W Companhia Digital that alsowns Americana.com, Shoptime and Submarino
followed by Mercado Libre which is the largest onlimarketplacein Latin America
(eMarketer 2019). As the Braziliare-commercamarket continues to grow, new business

models and platforms in online retailing that help local business sell online have emerged.

Olist was foundn 2015as amarketplace integrat@nablingbrick and mortar retailet®

sell on larger virtual storesnal e-commerceplatforms(Dalmazg 2018;Mand|, 2019.
Besides managing listings and advertisements on behalf of the independent retailer on
larger e-commerceplatforms, Olist is also responsible for managing the logistms fr
sellers to the endonsumerOnce a purchase is made by an-eastomer on the Olist

store, the seller is notified to fulfill the order or depending on the contractual agreement
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Olist manageghe fulfillment, working with logistics partners. The customeceives a
satisfaction survey upon order delivery or when the estimated due date of the order is
reachedHence Ol i servites are not only front end but also extend to operations
through freight price optimization, ute managemenand other logists performedon

behalf of the selleBy 2017, Olist managed the listings of 130,000 products for more

than 2300 independent retailers on lergcale e.commercemarketplaces like B2W
Companhia Digital, Walmarlercado Libe, Via Varejo, Amazon and othgSa nt ,06 An a
2017)In 2019, Japandés SoftBank group announce
in Olist (Mandl, 2019).Correspondinglyaccording to the founder and chief executive

officer of Olist, Taigo Daliv, the compadys pl an i s t ershy@®rftom1 00, O
the 7000 sellers that were registered in 2@ESapart of an ambitious objective to make

it one of the largest virtual stores in Brg8la n t ,@@LA;Mandl, 2019)FigureAl (see

Appendix)provides a snashot oftheservices providedybOlist for sellers

In 2018, Olist released a public dataset on Kagglelata scienceollaborationand
competition platform (Olist and Sionek201§. The datasetcontains 100,000 orders
processed by Olistetween 2016 and 201Bhe dataset is dividedtmrelational tables in

the form of CSV files, depicted by the schema in Ficgh®gsee Appendix)Each order

may have more than one item and each item in an order may be fulfilled by a unique seller.
The Oist dataset does not contain any information tesealsthe identity of stores,
sellers,customersand products solds all the texhas been anonymized by replacing the
names withGame of ThronesharactersAltogether, theBrazilian e-commercedataset

has been made available to inspire explorationsatural language processing, demand
forecasting,clustering, and other supply chain optimization problems like delivery

performance.

3.1.2 Breakfast at the Frat Public Dataset by dunnhumby

The Breakfast tathe Frat dataset contains 156 weeksgabcery store sales and
transactionainformation beginning January 2009 until December 2011 across a sample
of stores spread over multiple locations in the Ut provider of the dataset dunnhunby,

a British resarch firm specializing in retail analyichas ben recognized for its
engagement with the American retail ch&noger (Rohwedder, 2006). Furthermgitee

28



Breakfast at the Fralataset user guidiescribes the storesingattributes on theppeal

and size of a fKr ogstoredee lselieced te belorgdodhe Krdgern g | y ,
retail company and its subsidiaridsroger is an Americametail chainwith 435,000
employees and 2,760 locations generating approxim&tg billionin revenue reported

on February, 2020 (Statista, 2019; Bureau vajk,[2020; Kroger, 2020)Kroger is the

fourth most shopped at grocery store in the U.S (Statista, 201®articular,Kroger is

known for its manufacturing and processiddamd productssoldin storesin addition to

offerings in jewelry and pharmacegtl items ( Bur eau van Dij k, 202
customer base is split across income geograghasre more likely to live in urban
communities relative to the average U.Snsumer (Statista, 2019Prominently,
according to Stati s vey 8% dbKrogeracustorieessoglerede r S
groceries online (Statista, 2018)aturally, Kr oger 6 s direct compet.
Tar get , Co s tacdwhole F@dddasket, Brhonghothers.

The datasetontains transactional data the products solétom variousbrandsgrouped

by four product categories:mouthwash, pretzels, pizza awdld cereal Unlike the
Brazilian ecommerce dataset that provides the data distributeduitiple files the
Breakfast at the Frat dataset is provided in a single séilecsimplifying its usabilityin
experimentationFigureA3 (see Appendix) depicts the data model in the source file along

with a description of the attributes available.

3.1.3 Exploratory Data Analysis

The purpose of the exploratory data analysis igaim a deeper understanding on the
trendsand patterns preseim historical salesh addition to identifying data quality issues
such as missing values and outliers. Additionally, the exploratory data analysis also
provides information on data ppgocessing requirements that may differ across

forecasting models.
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Brazilian E-commerce Dataset

The raw transactional dataset includes 99,441 customer ondeles on Olistin 2016

328 ordersvererecorded as opposed to 45,101 orders in 2017 and 54,04rs or@08.

Over 90,000 orders were actually delivered to end customers while few had the status
invoiced, shipped, processing, unavailable or cancef\ggroximately 60% of orders

contain only one item in ids shown by the diversity of uniqitemssold by product

category in FigureA4 (see Appendix)Moreover, 93,099 customers made only one
purchase from Olist out of the 96,096 unique customers that were counted in the dataset.
This suggests that historical sales data is diverse across the vastaféaiogs and there

is no significant data on repeat customer purclmsspecific items within a product

category. Figure A5 (see Appendix) shows the concentration of customers across
Brazilian stateswith Sao Paulo, Rio de Janeiro and Minas Geraisviecethe highest

number of unique customer orde@&ncethe majority of sales occur in Sao Paolo the

scope ofquantitative experimens limited to this stateFigure5 plots, the salekistory

that is availableip to 2018for 9 productcategoriesTheyear of 2018 is excluded from

the plot to better understand the training data used in making predictions for the year of
2018.There are a total of 71 produztegoriesand some do not contain any data or few,
intermittent data pointsin figure 5, theatfis _and _cr aft manshi p, 0 i
Acds_dvds_musical so0 represent sales of pr

practical for use in timseries forecasting
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Figure 5: Brazilian E-commercei Sales Hisory
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Overthe yearsmost productategoriesend to have a positive trend of increasing sales
volume peaking towards the end 2017, which corresponds to the holidays shopping
season. The positive trend i n Il ncreasing
Aheal t hahda@typpormagbelde itagrawth @ ,thé number of products

and sellersdé listings under Olist stores i
on Olist, since the company was founded in 2015. On the other hand, sales history for the
majaity of product categoes contairs random spikes and fluctuations making it more

difficult to identify seasonal patterns for forecasting purpoBesrearemultiple missing

values identified in the Brazilian@mmerce data across multiple tables as deitnated

with FigureA6 (see Appendix)Thetarget variable is theayment_valuéeld in the Olist
datasetvhich corresponds to theeeklytransactiorcountand there are multiple payment

methods supported by Olist, including credit and gift cards among other local mediums.
Accordingly, certain payment methods like credit cards may contain multiple
installments. For simplicity, only transactions by credit card with no installnsets
includedin the data used by the forecasting modetedictions are made for thep

selling7 product categories that are; bed, bath & table, h&altbauty, sport& leisure,

furniture décor, watche% gifts, telephonyand housewares.

Breakfast at the Frat

The Breakfast at the Frat dataset contains weekly transactional datacery itemsdd
across 77 stores in the US. The stores are located in Kentucky, Inddogzgnd Texas.
The products sold belong to one of the followsakgories:bag snacks, oral hygiene
cold cereal and frozen pizzéhe earliest record of a transactisron Janary 14, 2009
and the last transaction available is on the week of January 4,902 6, shows the
number of unique products sold, by catggor each manufacturer highlighting the areas

of competition among brands.
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Figure 6: Breakfast at the FratT Unique Products By Categoryand Manufacturer
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Figure 7, showsthe twoeyearsales historyof a product sold from the bag snacks, cold

cereal and oral hygiene categories. Each row represents the sales of a specific item within

the category over three slinct storesEach column is a stor@ver the years, the units

sol d of #Af r bexcdoldecdreal categtrye e toifolow & cycle of fluctuations
across the stores wh e demenstratentermidestr derhand Wi S|
behaviour acrosghe stores with low volumes of units solthe presence of various

degrees of trend and seaality is observed. This may be due to multiple factors including

store specific promotions that occur at different points of time and the demographics of

the cusbmer base shopping at the store.
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Figure 7: Breakfast at the Frati Sales History by Stoe
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Probing into theattributes of transactional dafBable A2 (see Appendixpresents the

mergednformation available for each weekly transaction of a prosloict Attributesof

a stores u

reactive to

c h

promotions as opposedvisitors ofanfi u p s ¢ a | Fumher ot aogiven.

as fAseg_valwusikorsofamdd ail mmip eradrdo a te

week,information on the number of unigl®useholds that punase from the store and

numbke r

and

of unique purchase baskets that i

i \featarésirespectively This information may be helpful to model macro

trends at a store level and be used for forecasting purgaisiionally, for a giverweek,

attributesthat capturevhetheror not a producis on a promotional displagnd attributes
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on price changes are providéebr the purpose of the thesis experiment, the top selling
storesmeasured byhe alltime number ofitems soldfrom the statesf Ohio, Kentucky
andTexasare selected. The salesdgbroducts representir§ydistinct product categories
areforecastedor each of the selected stordsis setup allows to explore the sales of
product with different demarigehavioracross storesaks of competing brands within a
categoryand influence of promotion@hangesTable 1 presentghe selected produgcts

totalling 12 possible produstore combinations for which forecasts aradefor.

Table 1: Breakfast at theFrat i SelectedProducts

Product ProductDescription Brand
Category
Cold cereal GM HONEY NUT CHEERIOS | General Mills

KELL FROSTED FLAKES Kellogg's

Bag snhacks PL MINI TWIST PRETZELS | Private Label

Frozen Pizza | DIGRN PEPP PIZZA TombStone (Owned by Nie)

The following section provides details on the Google Trends data collected and used in

predicting salesnthe Brazilian ecommerce and Breakfast at the Frat datasets.

3.14 Google Trends Search Index Data

Google Trends provides a normalized indetweenzero and 10®n thevolume of
gueriesconductedn asearch term by location and categofysearcChoi and Varian,

2012. The index is calculated by taking the total query volume for a search term in a
given a geographic area divided by thekoumbe of queries for that location at a given
period of time, which can be, dailweekly,or monthly.Accordingly, it is not possible to
compare a value of A1000 for the search
vs. U.S because the absolsgarch wlume in each region varieBersonal information

of individuals who have searched on Google is not shared. Google trends has been
publicly available since January 1, 2004 and therefore the index for search terms starts
with a normalized value ofzo as pr the data release date. As time progresses, the value
of the normalized index for a given search term reflects the deviation in popularity from
January 1, 2004.
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The Google Trendsearch index is bas@m an unbiasedample of reatime data thais

defined as a random sample of searches from the last seven days aedhtiome data

which is a random sample of search data that could go back to the first release date,
January, ¥, 2004 or 36 hours prior to the time the search was condugtegle Trends

data does not include statistically insignificant searches made by very few individuals in
a given geographic locatiodditionality, duplicatesearcles are excluded from the
Google Trendslataset. A duplicate search is when an individyag¢as the same search

over a short period of time (Googk)20.

FigureA7 (see Appendixiiemonstrates howoogle Trends dateanbe accessed online

via a useifriendly interfacehat includeglrill down features, different visualizations, and
functiondity to export data into a CSV fil&lonetheless, whemsing the Google Trends
interface, daily indexseriesare not returned when a long period of time is selected
typically ranging more than 8 months. In return, a way considered to overcome this
challergeis to extract the data in smalldateranges to be finally merged together after
the downloadHowever, it is important that the extracted data is not simply concatenated
but rescaled appropriately. To illustrate, in forecasting adailgmmerceroduds prices
usingan ARIMA model andGoogle TrendsSalvatoreel al. (2018) used an approach
proposed byelicer and Colby (2005) to process the missing values for each day by
taking the average of consecutive dayBesides the user interface that Googtenils
provides to download the data, other means of accessing Google Trends is via the
PyTrendspseudeAPI (General Mills Inc. and Sonnek, 2018 he pseudeAPI contains
methods to query interest over time for a list of maximum five keywords that can be
specfied by category and geographical location in addition to calls that return a list of
related topics and trending searches related to a search term. Dbspjtetential
advantages that theseudeAPI might yield in terms of bringing in scale to procegsin
Google Trends datafficially, it still remains an unsupported API and therefore for the
purpose of this thesis, Google Trends seaes collected fronGo o g |ofialakuser
interface. Other limitations of thpseudeAPI is that additional effort isequired to

configure settings that would avoid running into the timeout error limit.
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The intuition behind extracting Google Trensariesthat carry predictive power in
forecasting sales of retail items is based on the brame, produatescription ad seller
information related to the items sdll each datasetn addition,Google Trend series

related to competitor activity and search terms believed to capture consumer preference

on trending topics that may influence sales of iteansoss multiple @&tegoriesare
considered.The only example provided of an actual product soldhe Bradian e

commerce dataset shown in Figuré8 (see Appendix)In short all product and seller
informationis anonymized in the Brazilian@ammmerce dataset wherehs Breakfast at

the Frat dataset contains the descriptiontheproductssoldand the espectivebrands.

Due to the absence of information on product specifics and seller informatitie

Brazilian ecommerce datasetearch terms assumed to influetieesales of items related

to a product category are selectgdbrowsing the listings dDlist on partner retail sites

such as Americana, Mercado Livre and Submarfkigure8, showsOl i st 6s | i st i1
the bed, bath and table product category offere§ulsmarino.There are thousands of
sellers and items sold under Olistbs | ist
online retail platforms. Therefor&oogle Trends is collected for sellers and itenth

high ratingsand popularity for each producategory and it is assumed that the trends
collected correspond to the anonymized products contained in the Brazilgnneerce

dataset.
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Figure 8: Olist Listing T Submarino

(retrieved fror)

Depending on the availability of data from Googtends, earch terms are collected at a
country and countrgtate level. Assuming that series containing more granular location
data are relevant in forecasting sales in a given geography, some search terms included
contain series for both country andtstievel.For instance, when generating predictions

for cold cereal items sold at a given store using the Breakfast at the Frat dataset, the

fibreakf ast cereal o search term i s col |l ecte

4
https://www.submarino.com.br/lojista/olist?context=lojista&filtro=%5B%7B%22id%22%344toria
%22%2C%22value%22%3A%22Cama%2C%20Mesa%20e%20Banh0%22%2C%?22fixed%22%3Afalse%7D%
2C%7B%22id%22%3A%22variation.sellerlD%22%2C%22value%22¥8552816000168%22%2C%22
fixed%22%3Atrue%7D%5D&ordenacao=topSelling&origem=nanook&suggestion=true
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