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Abstract 
 

 

Since its inception in the 1970s, the capital asset pricing model (CAPM) has 

dominated the analysis of stock returns. Under CAPM, a stock’s beta constitutes its 

most important risk as it measures the correlation between the fluctuation of security 

return and return on a market portfolio. Beta coefficients are used not only 

theoretically but also empirically to estimate expected return. Recently, scholars have 

focused on the predictive ability of beta measures in empirical tests. 

 

Building on CAPM, this study aims to predict returns one month ahead using various 

beta measures. We focus on stock returns of mature companies listed on the New York 

Stock Exchange (NYSE), from January 1965 to December 2016 (624 months in total.) 

Chapter 1 presents the main objective of this study. Chapter 2 reviews related literature. 

Chapters 3 and 4 expound data and methodology. Chapter 5 features seven measures of 

beta coefficients and their inception through daily or monthly returns over different 

window lengths.  We predict future returns using three types of predictive models 

based on cross-sectional regressions  

 

The study also focuses on the analysis of models based on univariate and multivariate 

tests. Results indicate that predicting return is dependent on beta coefficients using 

returns in different observation periods. An analysis of model performance at the 

industry level shows that industries that are stable, obtain better forecasts. 

 

Key words: risk factors; beta coefficients; return prediction 
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Sommaire 
 

La théorie de CAPM est proposée dans les années 1970. Puisqu'il est devenu la théorie 

la plus importante pour analyser les rendements des stocks. Dans la théorie de CAPM, 

la bêta d'une sécurité est sa caractéristique de risque la plus importante, car elle mesure 

la corrélation entre la fluctuation du rendement de la sécurité individuelle et le 

rendement du portefeuille du marché. Les coefficients bêta sont utilisés non seulement 

dans les implications théoriques, mais aussi dans l'analyse empirique pour estimer le 

rendement espéré d'un stock. Ces dernières années, plus de travaux ont porté sur la 

capacité prédictive des mesures de bêta dans les tests empiriques. 

 

Sur la base de la théorie CAPM, le but de cette étude est de prévoir les rendements 

espérés des stocks à un mois avant. Dans cet article, nous nous concentrons sur la 

prédiction des rendements des sociétés matures cotées à la Bourse de New York 

(NYSE). La période d'échantillonnage est comprise entre janvier 1965 et décembre 

2016, ce qui correspond à une taille d'échantillon de 624 mois au total. Le premier 

chapitre présente l'objectif principal de cette étude. Le deuxième chapitre examine la 

littérature connexe. Ensuite, les chapitres 3 et 4 présentent les données et la 

méthodologie empirique. Au chapitre 5, qui est le chapitre le plus important, nous 

construisons sept mesures de coefficients bêta, en utilisant des rendements quotidiens 

ou mensuels sur différentes longueurs de fenêtres. Les résultats de régression indiquent 

que les coefficients bêta construits à partir de fenêtres d'observation à long terme (en 

utilisant des rendements de plus d'un an) sont liés aux performances passées. Pour 

prédire les rendements futurs des stocks, nous construisons trois types de modèles 

prédictifs, basés sur des régressions transversales. Les régressions transversales de 

Fama-MacBeth suggèrent que les prévisions de rendements construits à partir du 
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modèle en utilisant la valeur moyenne des paramètres sur les différentes mesures de 

bêta pour chaque entreprise ont la meilleure capacité prédictive. 

 

Ensuite, l'étude se concentre sur une analyse des modèles basées sur des tests univariés 

et multivariés. Le résultat indique que la prédiction des rendements dépend des 

coefficients bêta en utilisant des rendements dans différentes périodes d'observation (de 

21 jours à 5 ans), mais ne dépend pas des rendements anormaux antérieurs. Une analyse 

de la performance du modèle au niveau de l'industrie montre que les industries stables 

et moins volatiles obtiennent de meilleures prévisions, telles que l'industrie de la 

construction et l'industrie des transports, de la communication, de l'électricité. 

 

Mots clés : facteurs de risque ; Coefficients bêta ; Rendements de la prédiction 
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I. Introduction 
 
In capital markets, the study of investment risk has always been the focus of attention 

in academia and in the industry. With the establishment and development of modern 

portfolio theory, economists have proposed a series of theoretical and practical methods 

to measure risk. Among the various risk measures proposed, a stock’s beta is one of the 

most widely used risk indicators of an investment. 

 

As early as 1952, Markowizt pioneered the quantification of risk measurement and its 

relation to expected returns. On the basis of this theory, William Sharpe founded the 

capital asset pricing model (CAPM) in 1964. The CAPM model became the most 

important equilibrium model in modern capital market theory partly due to its 

parsimony and intuitive appeal. This model underlines the link between an asset’s risk, 

as measured by a security co-movement with the market portfolio, and its expected 

return. In recent years, the theory of capital market equilibrium based on the CAPM 

model has become the mainstream theory in the field of financial economics; it has also 

deeply influenced the research and practice of asset pricing. In the CAPM model, asset 

risk is divided into two parts: systemic risk and idiosyncratic risk. In the model, beta is 

considered as the quantitative measure of a stock systemic risk exposure. Beta captures 

the exposure of an asset (securities) to the fluctuations of the overall market portfolio 

returns. The essence of the CAPM model is to summarize systematic risk exposure of 

a stock to its beta coefficient (β). In theory, non-systematic risk should not be 

compensated as it can be diversified away. In contrast, systematic risk cannot be 

diversified and thus should be compensated. Because the beta coefficient summarizes 

the systematic risk exposure of a given security, it provides the basic information of 

asset selection and systematic risk management. For these reasons, the beta coefficient 

is the most widely used indicator of risk measurement. 
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The results of several empirical tests from various studies (Sharp, 1964; Black Scholes, 

1972; Blum and Friend, 1973; Fama and MacBeth, 1973) support the CAPM theory. 

These early results provide evidence that the CAPM model holds sway and that stock 

beta is positively correlated to the average returns of these stocks. However, in 1977, 

Roll questioned the empirical test by asserting that the market portfolios used to test 

the CAPM theory are not valid and that the standard market index used to test this 

theory is not valid to test the model. Thus, the result from past empirical tests could not 

be used to verify the theory. After the 1980s, various studies (Roll, 1977; Reinganum, 

1981; Shapiro, 1986; Fama and French, 1993) posed the problem of the validity of 

CAPM based on various empirical analysis: these showed weak support of the CAPM 

theory. 

 

The trend in recent years has been to divide studies on beta into various strands of 

literature. One strand focuses on the study of the variability of beta-coefficient over 

time. The main results of these studies indicate the dependence of beta estimation on 

the method used to estimate it. Other studies have focused on studying the predictability 

of beta for stock returns. Because beta estimates depend on the length of the estimation 

window used to estimate it as well as on the frequency of the returns (i.e., monthly 

versus daily), this study analyzes the way various estimates of stock conditional betas 

can be combined to help improve return predictability in the cross-section. 

 

Several previous works set out to estimate beta dynamically and conditionally through 

the lance of time-series CAPM regressions. In our study, we focus mainly on the 

following questions: How can we combine various estimates of firm betas to improve 

on-return forecasting in the cross-section? Which estimates of beta have the most 

predictability for stock returns? Armed with time-series of betas estimated from 
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different window lengths and return frequencies, how can one optimally combine these 

estimates for forecasting purposes? 

 

In our study, we construct seven beta estimates every month and for every firm from 

CAPM time-series regressions using respectively the past 21 daily returns, 63 daily 

returns, 252 daily returns, 2-year monthly returns, 3-year monthly returns, 4-year 

monthly returns, and 5-year monthly returns. Based on these beta estimates, we then 

run monthly predictive cross-sectional regressions of the stocks’ next month returns on 

betas to estimate the loadings on these betas. Armed with the monthly loadings on betas 

(i.e., monthly prices of beta risk) and the monthly estimates of betas, we then study 

various predictive models for next month returns on stock that combine the monthly 

beta estimates and the past loadings on these betas. Through the lance of Fama-

MacBeth cross-sectional regressions, we provide evidence that a predictive model, 

whichtakes the average of past loadings on betas times the betas estimated on the last 

month, outperforms the other predictive models we have considered in order to predict 

the cross-section of next month returns out-of-sample. The model we develop delivers 

a high adjusted R-squared, which is encouraging. 

 

To better understand the information content of the various beta estimates, our analysis 

also relies on univariate cross-sectional regressions on each of the seven estimates of 

beta we use to benchmark the performance of the full model which combine the seven 

estimates for forecasting purposes. We also consider the predictive ability of the model 

when the intercept (𝛼) is omitted. Our results suggest that most of the predictive ability 

of the model is contained in the betas and lagged prices of beta risk but not in the 

constant (𝛼 ) for common stocks on NYSE. When considering various industries 

separately to assess the model forecast out-of-sample performance, we find that the 

model performs particularly well for industries that are relatively stable and less volatile 

(ex. construction, transportation, communications, electric, gas, and sanitation.)  
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1.1 The CAPM model 

 

All the models are based on a set of underlying assumptions. The CAPM model focuses 

mainly on the relationship between the expected return of individual assets relative to 

the market portfolio. The assumptions of the CAPM model are the following (Zhou, 

2013)1: 

 

1. All investors are risk averse, and all kinds of investors will use the expected return 

of assets and the variance of assets to measure the benefits and risks. 

 

2. Capital markets pose no obstacles and impose no transaction costs. Furthermore, with 

the number of asset transactions being easily broken down, any investor can buy any 

assets in accordance with market prices, whereas all financial instruments can also be 

listed and entered into the market for open trading. Thus, investors can, according to 

their own wishes, buy any products in the financial markets. 

 

3. Investors during the investment decision-making process usually consider single 

income and risk, their investment period being the same. 

 

4. All investors get their information from the market, which leads us to conclusion that 

their view on risk and income are the same. 

 

5. Investors can be unrestricted to borrow and lend at risk-free rates. 

 

                                            
 

1 Zhou (2013): “Based on mobile platform of mobile group customer marketing strategy optimization.” 
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6. There is no tax on consideration for investors in securities trading or asset selection, 

and there is no personal income tax. The dividend or capital gains obtained from 

investments will not affect the investment decision-making process. 

 

7. All investors are price recipients: they can only passively accept the market price. 

 

Obviously, the above assumptions reduce the complex capital market into a simple and 

perfectly competitive market, with every investor faced with the same effective set of 

variables. Thus, with its shortcomings, CAPM is not a perfect model. First, CAPM 

assumptions are not present in the real capital market. For example, transaction costs, 

taxes and consulting fees must exist when trading on the capital market, which indicate 

that the market is incomplete and does not meet complete market assumptions. In other 

words, the borrowing rate in real life is greater than the loan interest rate; in contrast, 

CAPM assumes that the borrowing rate is equal to the risk-free rate. Second, investors 

are concerned about future changes in the value of securities, and beta coefficient is 

measured in past returns. Moreover, in practice, market portfolios and risk-free assets 

do not necessarily exist. 

 

Because the CAPM model is problematic, several previous works have abandoned 

some assumptions and added influencing factors into the model in order to make it more 

suitable for empirical tests such as the Intertemporal Capital Asset Pricing Model 

(ICAPM) proposed by Robert Merton (1973) and Fama-French three-factor model 

proposed by Fama and French in 1996. The former assumes that security returns are 

normally distributed over multiple time periods, whereas the latter considers the size of 

firms and the M/E factor as explanatory variables in the CAPM model. 
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1.2 Conditional beta 

 

Asset pricing tests based on CAPM often assume constant betas. Several works 

consider dynamic conditional beta which is estimated by regressions using rolling-

windows of a given length and return frequency. 

 

In calculating beta, various frequencies of return can be considered (ex. daily, weekly, 

monthly, quarterly, semi-annually or annually.) Several studies have found that the 

estimates of beta are dependent on the frequency of the return used to estimate it, which 

is referred to as "interval effects." 

 

Jensen (1969) in his "Risk, Capital Asset Pricing and Portfolio Evaluation" article argue 

that the estimated betas are independent of the return frequency and length of the 

estimation window. More recently, many empirical works (Fama, 1970; Levhavi and 

Levy, 1977; Schwartz and Whitcomb, 1977; Saniga, McInish and Gouldey, 1981; 

Handa, 1989; Kothari, 1995) have argued otherwise and found that the length of the 

observation periods of returns did affect the estimated beta. 

 

Hwawaini (1983) estimated 21 company stocks from January 1970 to December 1973 

with returns in different observation windows (one-month returns, three-week returns, 

etc.) to calculate beta. The author found that the estimation windows have a huge 

influence on beta. Hwawaini explains that the movement of the securities’ price may 

not be synchronized with the market tendency, which may explain why various 

estimation windows result in differences in betas. 
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1.3 Study overview 

 

The focus of this study is to construct a general predictive model based on the CAPM 

model that combines estimates of betas obtained from various rolling-window lengths 

and return frequencies. This study attempts to predict stock returns of mature 

companies listed on the New York Stock Exchange (NYSE) while considering the 

NYSE as a market index. The total number of companies to be analyzed is 3829. The 

sample period for observation is from January 1965 to December 2016; there are thus 

624 months for analyzing. 

 

First, we construct seven beta coefficients and study their properties. At the end of each 

month, we compute the betas for each stock listed on NYSE, which represents the short-

run risk factors using daily returns from the past 21 days (21d), 36 days (36d) and 252 

days (252d), and the long-run risk factors using monthly returns of the past two years 

(24m), three years (36m), four years (48m) and five years (60m.) Based on time-series 

regressions, we obtain seven betas on the last date of each month. To better understand 

the relation and auto-correlation of the betas estimated from various estimation window 

lengths and return frequencies, we use an autoregressive model (AR (1)) to test the 

serial correlation of these estimates in the time-series. The results indicate that the risk 

factors with long-run observation windows, such as 𝛽#$#%, 𝛽#'(, 𝛽)*(, 𝛽'+(, 𝛽*,( 

being calculated by more than oneyear returns, are more likely to depend on past 

performance of conditional factor loadings than on other elements. 

 

Second, we intend to predict forward stock return one-month ahead based on the 

information available as of date t. We regress the cross-section of next month returns 

on the lagged beta estimates based on the last 60 months up to month t. From these 

predictive regressions, we obtain the monthly intercept estimates 𝛼  as well as the 



CHAPTER 1 INTRODUCTION   

8 
 

loading on the betas, γ. Based on the monthly 𝛼  and γ, three types of prediction 

models for next month stock returns are constructed and tested based on Fama-MacBeth 

cross-sectional regressions. Note that for each model, the model forecast at time t rely 

only on the information available up to time t. Our tests are thus out-of-sample. Our 

results suggest that Model II, for which we take a simple average of the time-varying 

alphas (α) and the seven gammas (γ) to predict returns in the next month (at t+1), 

obtains the best performance based on adjusted R-Squared. 

 

Third, we also consider univariate analysis and multivariate analysis of the predictive 

ability of the betas., Our initial results indicate that there exist important serial 

correlations among risk factors (i.e., the betas.) The results of univariate analysis further 

indicate that the forecast ability increases with the length of observation windows. For 

instance, the prediction model with the individual beta calculated with five-year 

monthly returns is the most pertinent for future realized returns. Multivariate analysis 

shows that the best predictive model formed from the combination of the seven risk 

factors (i.e., the betas) constructed from different window length and without the 

constant factor (i.e., α), obtains the highest adjusted R-Squared. 

 

Fourth, to analyze the predictive ability of the models for each industry, we have 

classified securities into eight industries. Our results indicate that the prediction of the 

model is more appropriate for industries that are relatively stable such as those in the 

field of construction transportation, communications, electric, gas and sanitation. 

 

Ultimately, the aim of this study is twofold: first, conducting an in-depth analysis of the 

difference between the betas according to both their time-variations and their predictive 

ability; second, we develop a new way to combine various beta estimates to predict 

returns out-of-sample. Our main result suggests that valuable information is embedded 
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in the past betas of various frequencies when forecasting the cross-section of stock 

returns. 

 

The rest of the paper is organized as follows: Section 2 examines the previous 

literature; Section 3 illustrates the data set analyzed in our study; Section 4, the most 

important part in our study, introduces the main variables and methodology used to 

implement each model in order to forecast future stock returns in the cross-section; 

Section 5 presents the results; finally, Section 6 summarizes the work and offers some 

conclusions. 
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II. Literature Review  
 

Sharpe (1964), Lintner (1965), and Mossin (1966) have developed individually the 

model of the capital asset pricing (CAPM model.) The main prediction of this theory is 

that the expected return on a security should be positively related to its exposure to the 

market portfolio as captured by its beta. 

 

Over time, the CAPM model has become critical for financial analysts and investors, 

because of its intuitive appeal and applications. Indeed, estimates of betas are required 

in many financial applications from portfolio selection to systematic risk management. 

That being said, the model shows its flaws when applyied in empirical tests. Perhaps 

the biggest drawback of the CAPM is the weak link between beta and stock future 

returns as documented in various studies. 

 

In recent years, researchers have undertaken many studies to find a better way of 

predicting stock returns. The result is three main approaches to developing the CAPM 

model. The first is a focus on improving the model estimation so that CAPM achieves 

a better fit in the cross-section and data test. Second, many researchers have worked on 

improving the accuracy of beta estimation. Third, following this line, researchers have 

considered accounting for time-varying betas through the lance of recursive regression 

models to allow for conditional betas estimates. 

 

2.1 CAPM model 

 

In some early works, Sharp (1964) first tested the relation between stock returns and 

risk factors. By using the average annual returns of 34 mutual funds during ten years 
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from 1954 to 1963, he demonstrated empirically that the coefficient of correlation of 

annual returns and standard deviation is relatively high and about 0.8. This indicates a 

positive relation between betas and average returns. 

 

Fama-Macbeth (1973) use common stock listed on the NYSEduring the period from 

1926 to 1968. To assess the relation between systematic risk and returns, they proposed 

a new testing method, a two-step regression 2 . The result of the Fama-Macbeth 

regression indicates that stock returns are positively related to market risk factors. 

Moreover, this study provides further evidence that the CAPM model holds in the cross-

section. 

 

Black, Jensen, and Scholes (1972) conducted more formal empirical tests to assess the 

model’s performance. Their results indicate that while there is a positive cross-sectional 

relation between beta and average returns, the relation between beta and average return 

remains too flat. Stambaugh offered similar evidence (1982): through the use of time-

series regressions, he showed that the intercepts of excess asset return on the excess 

market return are positive for assets with low systematic risk (beta) and negative for 

assets with high systematic risk (beta). Thus, even if some study finds that CAPM holds 

unconditionally, others provide evidence that the relation between beta and average 

returns is relatively weak. 

 

Rosenberg, Reid, and Lanstein (1985) collected empirical data to assess the model’s 

empirical validity and practicality; unfortunately, they followed a CAPM model 

methodology that was used in previous studies and was found to be no longer 

appropriate. 

                                            
 

2 Fama–MacBeth regression: The method works with multiple assets across time (panel data.) The 
parameters are estimated in two steps: First regress each asset against the proposed risk factors to determine that 
asset's beta for that risk factor. Then regress all asset returns for a fixed time period against the estimated betas to 
determine the risk premium for each factor. 
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Several researchers expanded the original hypothesis to more general economic 

situations and came up with improved prototypes that built on the CAPM model. Robert 

Merton (1973) proposed the Intertemporal Capital Asset Pricing Model (ICAPM) 

which assumes that security returns are normally distributed over multiple time periods. 

Indeed, the ICAPM factors in investor participation over the long term. Fama-French 

(1992) further studied CAPM and found that its abnormal returns could be explained 

by other factors such as size and M/E. Thus, they added SMB and HML into the time-

series regression and proposed a new model now known as the three-factor model. 

 

Previous studies did plenty of empirical tests to compare the CAPM model and the 

Fama-French model. They focused on both multi-factor and single-factor regression as 

possible explanations and tried to discover the advantages of one model over the other. 

Together, these studies argue that accounting for missing factors is important for pricing 

purposes. 

 

2.2 Conditional risk factor 

 

Asset pricing tests often assume that betas are constant over time. The Fama–MacBeth 

procedure was applied to estimate and test unconditional asset pricing models. 

Unconditional beta tests have led to the rejection the CAPM even if it holds perfectly, 

period by period. Several works have proposed the dynamic conditional beta which is 

an approach to estimate regressions that accounts for time-varying parameters. 

 

Robinson (1989) first studied the relationship between returns and risk factors under 

the assumptions of time-varying coefficients with seasonal patterns and locally 

stationary variables. However, the analysis is based only on an ordinary least squares 
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estimation method for a single equation regression model; neither a two-step procedure 

nor a multi-equation model is considered in this study. 

 

Andrew and Dennis (2010) focused on the analysis of time-varying factors and 

conditional long-run alphas and risk factors based on nonparametric methodology. 

They reject the null hypothesis that an asset’s expected excess return is equal to zero 

after controlling for conditional betas. 

 

Robert (2016) used non-nested tests and several approaches including a novel nested 

model to reject the null hypothesis that betas are constant by estimating regressions 

with time-varying parameters. 

 

To further test conditional CAPM, Lewellen and Nagel (2006) proposed rolling-

window regressions, where they use short-term observation windows, from one quarter 

to one-year rolling-window length and high frequency returns, to estimate the 

coefficients of parameters. The null hypothesis with the mean value of abnormal returns 

being zero has been rejected by the estimate of time-varying risk factors and pricing 

errors associated with the portfolios considered by this study. 

 

Not directly related to the study of CAPM, Corsi (2004) proposed a new model to 

forecast the time series behavior for volatility. The purpose of his work is to obtain a 

relatively parsimonious conditional variance model which is easy to estimate and based 

on realized variances of various horizons and frequencies. While not directly related to 

CAPM, this study is the motivation for us to capture firm systematic risk exposure using 

various measures of beta constructed from return of different frequencies and various 

window estimation lengths. 
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2.3 Study of risk factors 

 

Based on the characteristics of time-varying for risk factors, several studies focused on 

searching for other influencing factors which affect the performance of firms. Market 

exposure leads to different betas when measured across different return frequencies. 

 

Thomas, Christopher and Jonathan (2013) studied the effect of the frequency on betas 

in empirical tests. They argue that there exists a clear relationship between the 

frequency dependence of betas and proxies for opacity. The results from their tests show 

that CAPM may be an appropriate asset pricing model at low frequencies but that 

additional elements must be factored in at high frequencies. 

 

Zhang (2003) proposed a nonparametric measure of realized risk factor loadings in a 

multifactor pricing model by regressing intraday returns with the Fama-French three 

factor model. He classified portfolios in various industries to assess the effect of 

industry peculiarities and confirmed a relationship between returns estimated by risk 

factors and industry distribution. Newey-West test could be used on Fama-MacBeth 

cross-sectional regression to correct heteroscedasticity and autocorrelation in the 

residuals of these regressions.  
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III. Data 
 

3.1 Sample 

 

The choice of sample follows two principles: sufficient sample size and appropriate 

data frequency. 

 

3.1.1 Selection of Market index 

 

Our study focuses on predicting stock returns of companies listed on the New York 

Stock Exchange (NYSE.) In order to benchmark stock performance based on the 

market, the price and return data used in the analysis contain all common stock of 

publicly traded companies listed on the NYSE, which, when combined, should mirror 

the market portfolio. Consequently, the NYSE is considered as the market index in this 

study. Differentiating characteristics of the NYSE include stricter index rules as well as 

higher listing fees compared to other market exchanges. A company must have issued 

at least one million shares with a total worth of over $100 million and a revenue of over 

$10 million during the past three years to be listed on the NYSE. Considering its listing 

requirements, the NYSE contains the largest total market capitalization among all US 

exchanges. Thus, the NYSE has always listed companies with the largest total market 

capitalization. 

 

3.1.2 Selection of study period 

 

Data applied to the short-term analysis are daily returns from 1960.01.01 to 2016.12.31 

and monthly returns of selected companies. The reasons for this application is due to 

two factors: 
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first, a large sample period ensures sufficient sample size and reflects variable market 

conditions like expansions and recessions; second, the use of daily and monthly returns 

should allow to capture the systematic risk of firm at different frequencies. 

 

3.1.3 Selection of sample analyzed 

 

The criteria used to filter the database to obtain our final sample also include delisted 

companies. This is to avoid a selection bias which could render inaccurate the results 

and ignore companies with less than 5 years of historical returns. The source of the 

latter filter is our estimation methodology since estimates of 5-year beta are required. 

We refer to Table 3.1 and Figure 3.1 for relevant information on the number of 

companies selected each year. 

 

3.2 Data collection 

 

To obtain sufficient observations for our statistical analysis, we set the analysis period 

from January 1965 to December 2016. Table 3.1 presents the summary the statistics for 

the number of stocks listed on the NYSE. The average number of companies for each 

year in our sample is about 1461 while the original total number of companies is 5280. 
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Table 3.1: Number of Stocks listed on the New York Stock Exchange  
 

 

     

 

 

From the graph in Figure 3.1, we can see that the number of stock listed on the NYSE 

before 1970 is around 1200, spiking during the 2000s and decreasing in the later years. 

Starting in 1990, the new listing of firms on the NYSE accelerates and reaches a 

historical high of 2009 in 1998, which means that more and more companies are 

expanding their operations to meet the NYSE listing requirements. The number of 

stocks then tends to be stable, hovering around 1400 every year. 

 

Figure 3.1 The evolution of companies through time 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: The number of observations is 57 years due to the analysis period being from January1965 to December 2016. 

The standard deviation of the number of stocks is 14.029, which indicates the great variation among the number of 

stocks for each year.  
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3.2.1 Data sources 

 

The CRSP (Center for Research in Security Prices) provides daily and monthly 

information including stock returns as well as index information (market returns), and 

the distribution and number of outstanding shares. Firm name codes and SIC codes are 

obtained from Compustat. We use the recently published CRSP/Compustat3 merged 

dataset, which up to now has been viewed as being the most successful link between 

CRSP and Compustat. 

3.2.1.1 Abnormal return/abnormal price 

 

Price is the closing price or the negative bid/ask average for a trading day. If the closing 

price is not available on any given trading day, then the number in the price field has a 

negative sign to indicate that it is a bid/ask average and not an actual closing price. 

Thus, the price carrying the negative sign should be excluded; in addition, returns listed 

as “NaN” should be deleted for the same reason. 

 

3.2.1.2 Industry classification 

 

The industry classification is based on the newly available North American Industry 

Classification System (NAICS) which has been widely used in previous studies 

(Breeden, Gibbons, and Litzenberger 1989; Campbell and Mei 1993; Ang, Chen and 

Xing 2002, etc.) Industries are divided into 10 groups depending on the first two digits 

in the SIC code. Table 3.1 shows the standard classification of industry and the number 

of companies in each industry during our observation periods for this study. 

 

 

                                            
 
3 https://wrds-web.wharton.upenn.edu/wrds/index.cfm 
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Table 3.1: Standard industry classification 
 

 

 

 

 

 

 

 

 

 

 

 

 

3.2.2 Market information 

 

Based on the data provided by the CRSP, Figure 3.2 presents the market index trend 

during our 56-year period. From the figure, we can see that the risk-free rates at monthly 

intervals are mostly constant, whereas the market index returns vary significantly 

through time. 

 

 

 

 

 

 

 

 

Notes: According to the North American Industry Classification System (NAICS), stocks listed 

on the NYSE could be classified into ten parts of industry. 
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Figure 3.2 The evolution of the market index through time 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2.2.1 The risk-free interest rate 

 

Regarding the risk-free interest rate, we select the yield-to-maturity of one-month 

treasury bonds. The daily and monthly rates are both available in the database of the 

Fama-French factors provided by the Wharton research data service as they are used to 

calculate the market excess return in the database. 

Note: The figure shows the evolution of market index and the risk-free rate during the period from January 1960 to 

December 2016. Data is collected from Fama-French factors and at one-month frequencies, while returns are recorded 

on the last day of each month. 
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IV. Methodology 
 

Theoretically, the beta coefficient is the key parameter in the standard CAPM model. 

As discussed in the second part, its stability has influence on the theoretical value of 

the CAPM model. In this section, we introduce seven constructed variables which 

represent the systematic risk factors constructed from different observation windows. 

These should account for a firm’s exposure to the market index for various frequencies. 

Then, we assume that the future realized beta in the next month has relation with the 

seven constructed betas. We control its veracity by using OLS predictive regressions in 

Section 4.2. In Section 4.3, we turn our attention to predicting the forward return one-

month ahead conditionally on the information available on month t. In this endeavor, 

we lay out three types of prediction models and develop general conditional estimators 

and their distributions by using cross-sectional regression. Section 4.3.5 develops a test 

to select the optimal prediction model for estimating the forward returns which account 

for autocorrelation and heteroscedasticity. Finally, we discuss further the conditional 

prediction of the models based on univariate and multivariate analysis while 

considering stocks industry by industry. 

 

4.1 Variables 

 

Sharp, Lintner (1965) used the excess returns on individual stocks to test the CAPM 

model. The model is as follows: 

																																																			𝑅/ − 𝑅1 = 	𝛽/ 𝑅( − 𝑅1 																																	(4.1.1)			 

in which,	𝑅/ is the daily return of stock i, 𝑅(	is the daily return of the market, 𝑅1 is 

daily risk-free rate. From the (4.1), 𝛽/ could be estimated by the slope of the market 

under the OLS method. In truth, this estimation method implies a hypothesis that the 
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beta coefficient is a constant over the estimated period, and it does not change over time. 

Therefore, the beta coefficient obtained by this method is a static estimate. 

 

4.1.1 Creating new beta-coefficients 

 

In order to avoid the problems mentioned above, different methods have been used to 

define conditional betas. 

 

Defining betas as the above-mentioned beta-coefficients estimated from regression 

over a given window length and return frequency, the proposed model can capture the 

effect of the length of period on the firm systematic risk when considering the past 

performance in the different observation periods. To simplify, for each stock, we 

consider the model with only seven betas components respectively 𝛽8, 𝛽#, 𝛽), 𝛽', 𝛽$, 𝛽* 

and	𝛽9. 

 

𝛽8: By using the past twenty-one days’ daily return (21d), the estimation window is 21 

days. 

																																				𝛽/,;<8#8% =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 22, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																							(4.1.2)					 

 

𝛽#: By using the past three-month’ daily returns (63d), the estimation window is 63 

days. 

																																				𝛽/,;<8*)% =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 64, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																												(4.1.3) 

 

𝛽): By using the past one-year’s daily return (252d), the estimation window is 252 days. 

																																				𝛽/,;<8#$#% =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 253, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																									(4.1.4) 

 

𝛽': By using the past two-year’s monthly return (24m), the estimation window is 24 
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months. 

																																				𝛽/,;<8#'( =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 25, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																												(4.1.5) 

 

𝛽$: By using the past three-year’s monthly return (36m), the estimation window is 36 

months. 

																																				𝛽/,;<8)*( =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 37, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																												(4.1.6) 

 

𝛽*:		By using the past four-year’s monthly return (48m), the estimation window is 48 

months. 

																																				𝛽/,;<8'+( =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 49, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																												(4.1.7) 

 

𝛽9:		By using the past five-year’s monthly return (60m), the estimation window is 60 

months. 

																																				𝛽/,;<8*,( =
𝑐𝑜𝑣 𝑟/, 𝑟( 𝑟/, 𝑟( ∈ (𝑡 − 61, 𝑡 − 1)

𝑣𝑎𝑟(𝑟()
																												(4.1.8) 

 

Where ri is the daily excess return of stock i; rm is the daily excess return of the market. 

We exclude stock missing more than 12 days’ records in a given month. 

 

To estimate conditional betas at time t, we require at least 60 months of prior data on 

stock returns. This results in the loss of the 60 initial observations. To capture 

mispricing, we estimate the above equations with intercepts. All the seven beta-

coefficients are recorded as the performance of month t1 for stock i. At a monthly 

frequency from 1965.01.31 to 2016.12.31, we repeat the calculation for each stock and 

each month. 
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4.2 Constructing return predictions based on Beta 

 

We assume a hierarchical process where at each level of the cascade, the future beta-

coefficient depends on the beta-coefficient at different levels of the cascade (i.e., the 

next longer horizon beta-coefficient.) The model of the future systematic risk factors 

(beta-coefficient) at each level of the cascade (or time scale) is assumed to be a function 

of the risk factors experienced with different observation windows. In this study, we try 

to test for each company the relation of future betas with different observation windows 

and realized betas by AR (1), which corresponds respectively to 21 days, 63 days, 252 

days, 24 months, 36 months, 48 months, 60 months. The model reads as follows: 

 

𝐸 𝛽/,;L8
M = 𝑐8 +	𝛾/#8%𝛽/,;#8%+	𝛾/*)%𝛽/,;*)%+	𝛾/#$#%𝛽/,;#$#%+	𝛾/#'(𝛽/,;#'( 

																												+𝛾/)*(𝛽/,;)*(+	𝛾/'+(𝛽/,;'+( + 	𝛾/*,(𝛽/,;*,(							(4.2.1) 

 

Equation (4.2.1) can be seen as a seven-factor stochastic beta-coefficients model, where 

j represents the observation periods of betas as defined above, and the factors are betas 

viewed at different frequencies by using the past realized returns. 

 

4.3 The model for return prediction 

 

We are also interested in the estimates of forward stock return one-month ahead of date 

t. To examine this data, we now present three types of models in the following sections. 

 

4.3.1 Cross-sectional regressions 

 

First at all, we regress the cross-section of future realized stock returns from 1965 to 

2016 on the seven betas defined above. From each month, we obtain one intercept and 
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seven coefficients which can be interpreted as the prices of beta risk. 

 

 

𝑅;L8 = 𝛼; +	𝛾;#8%𝛽;#8% + 𝛾;*)%𝛽;*)% + 𝛾;#$#%𝛽;#$#% + 𝛾;#'(𝛽;#'( + 𝛾;)*(𝛽;)*( +

𝛾;'+(𝛽;'+( + 𝛾;*,(𝛽;*,( + 𝜀;																																																															(4.3.1) 

 

The subscript t refers to monthly measure, from 1 to 624 representing January 1965 to 

December 2016; C is from 1 to 3289 representing the proxy code of each stock; 𝛼; =

	 𝛼;8, 𝛼;#, … , 𝛼;R S ∈ 	ℝR  is the vector of conditional alphas across stocks 1, …, C; 𝛽; =

	 𝛽;8, 𝛽;#, … , 𝛽;R S ∈ 	ℝ9∗R  is the corresponding matrix of defined betas; the dependent 

variable is the realized return one-month ahead of the date t; the errors have been 

collected in the vector 𝜀;. 

 

4.3.2 Model I 

 

To estimate forward returns in the next month, we assume that multipliers (𝛾V) have 

only been affected by the whole market and the time-varying. Thus, we suppose that in 

Model I the coefficients of risk factors for each company at date t are same as that from 

the cross-sectional regressions (4.3.1) on month t. Thus, using last month estimates of 

𝛼; and 𝛾M,; for stock i from equation (4.3.1), we could write Model I as (4.3.2.1) and 

compute the root mean squared error for the model. 

𝑅;,;L8
/,WX = 		 𝛼;	 + 	𝛾;#8%𝛽/,;#8% +	𝛾;*)%𝛽/,;*)% +	𝛾;#$#%𝛽/,;#$#% +	𝛾;#'(𝛽/,;#'( +	𝛾;)*(𝛽/,;)*(

+	𝛾;'+(𝛽/,;'+( +	𝛾;*,(𝛽/,;*,(																																																									(4.3.2.1)	 

where 𝑅;,;L8
/,WX  denotes the prediction of Model I for stock i’s next month return, 

conditional on the information available as of month t. 
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4.3.3 Model II 

 

The second model makes use of the average of alphas and gammas estimated. We 

collect the time-varying alphas (𝛼) and gammas (𝛾) from (4.3.1) and note that the 

average value of alphas for stock i as 𝛼/ (4.3.3.1) and that of seven gammas for stock 

i as 𝛾/
#8%, 𝛾/

*)%, 𝛾/
#$#%, 𝛾/

#'(, 𝛾/
)*(, 𝛾/

'+(, 𝛾/
*,( (4.3.2.2) respectively. 

𝛼/
	 = 	

1
𝑇/	

𝛼/,;	
Z[
	

;\8
																																																									(4.3.3.1) 

𝛾/
M = 	

1
𝑇/ 𝛾/,;

M
Z[
	

;\8
																																																							(4.3.3.2) 

 

In the previous equations, Ti
 is the number of months listed on the stock exchange for 

company i during the period January 1965 to December 2016; t represents a given 

month. 

By defining 𝛽/,;
M , where j represents 21 days, 63 days, 252 days, 24 months, 36 months, 

48 months, and 60 months, respectively, we can write Model II for i stock returns as 

(4.3.3.3) 

𝑅;,;L8
/,W] = 		 𝛼/ +	𝛾8

/ 𝛽8
/,; + 	𝛾#

/ 𝛽#
/,; + 	𝛾)

/ 𝛽)
/,; + 	𝛾'

/ 𝛽'
/,; + 	𝛾$

/ 𝛽$
/,; + 	𝛾*

/ 𝛽*
/,;

+ 	𝛾9
/ 𝛽9

/,;																																																																		(4.3.3.3)	 

 

 

4.3.4 Model III 

 

The alphas (𝛼) and gammas (𝛾) from (4.3.1) have been observed for stock i at time 

points 0 < t1 < t2 < … < tn < T. We have recorded vector 𝛼/	and 𝛽M/ for stock i as 

[𝛼;X
	 , 𝛼;]

	 , … , 𝛼;_
	 , 𝛼Z	 ] and [𝛾/,;X

M , 𝛾/,;]
M , 𝛾/,;`

M , 𝛾/,;a
M , 𝛾/,;b

M , 𝛾/,;c
M , 	𝛾/,;d

M ], respectively. 
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To check the characteristics for alphas and gammas for each stock over time, we 

conduct the following study. Suppose that each stock possesses coefficients of alphas 

and gammas varying over the time and with potential autocorrelation. Using the AR (1) 

model (4.3.4.1), current alphas and gammas for stock i could be estimated by 

themselves in the past (4.3.4.2). 

𝛼/,;L8	 = 	𝜔, +	𝜔8𝛼/,;	 + 𝜖;																																					(4.3.4.1) 

𝛾/,;L8
M = 	 𝛿h

M +	𝛿8
M𝛾/,;

M + 𝜖;																																							(4.3.4.1) 

𝛼/,;L8	 = 	𝜔, +	𝜔8𝛼/,;	 																																														(4.3.4.2) 

𝛾M,;L8/ = 	 𝛿h
M +	𝛿8

M𝛾/,;
M 																																																(4.3.4.2) 

where j is the observation windows, correspondent to 21 days, 63 days, 252 days, 24 

months, 36 months, 48 months, and 60 months. 

 

Suppose Ti
 is the number of month listing on the stock exchange for company i during 

the period January 1965 to December 2016, alpha-estimates and gamma-estimates for 

stock i could be calculated from time 1 to T. By defining 𝛽/,;
M , where j is the observation 

windows, correspondent to 21 days, 63 days, 252 days, 24 months, 36 months, 48 

months and 60 months, Model III could be written for i stock returns during period T 

as (4.3.4.3) 

𝑅;,;L8
/,W` = 		 𝛼/	 + 	𝛾/,;#8%𝛽/,;#8% +	𝛾/,;*)%𝛽/,;*)% +	𝛾/,;#$#%𝛽/,;#$#% +	𝛾/,;#'(𝛽/,;#'( +	𝛾/,;)*(𝛽/,;)*(

+ 𝛾/,;'+(𝛽/,;'+( +	𝛾/,;*,(𝛽/,;*,(																																																											(4.3.4.3)	 

where 𝛼/	 = 𝜔, +	𝜔8𝛼/,;	  and 𝜔𝑠 have been estimated by regression on the time-

series of alphas. Note that the gamma hat is defined in a similar manner. 
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4.3.5 Model Fitting 

4.3.5.1 Fama-MacBeth cross-sectional regression 

 

To assess the models’ predictive performance, we run cross-sectional Fama-MacBeth 

predictive regressions. During the period January 1965 to December 2016, on the last 

day of each month, we regress the cross-section of future realized returns on estimated 

returns from the three model predictions, 

𝑅;,;L8/ = 	𝜙,,;L8 +	𝜙8,;L8𝑅;,;L8
/,W + 𝜀;L8																																								(4.3.5.1)1 

 

where i indicates the company i, ranging from 1 to 3289; t is the month in the time 

series from 1 to 624; M is the type of model, 𝑅;,;L8
/,W = [𝑅;,;L8

/,WX , 𝑅;,;L8
/,W] , 𝑅;,;L8

/,W` ]; 𝑅;,;L8
/,W  is 

the estimated returns from the three types of model; the independent variable is the 

future realized return on the last day of each month for all companies listed on the stock 

exchange, beginning with January 1965; 𝜀;L8 is the residuals of regression. The t-

statistics of significance of the coefficients of 𝜙,,;L8	and 𝜙8,;L8	are robust-tested by 

Newey et al. (1987) one lag (one month) correction. The adjusted R2 is kept as an 

indicator of the quality of regression. 

 

4.3.5.2 Newey-West t-statistics 

 

The standard OLS regression are unbiased but statistical inference can be influenced 

due to the presence of autocorrelation in the residuals. As a result, we employ the 

Newey-West covariance correction to eliminate the bias caused by the serial 

                                            
 
1 Jacob Mincer & Victor Zarnowitz (1969): “The evolution of economic forecasts” Mincer and Zarnowitz 
proposed a relative accuracy analysis method in order to estimate a scientific economic forecast. Based on enough 
amount of empirical data, they proposed a model of comparison of predictions and the realizations to prove the 
tests validity. 
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correlations. To improve the measurement accuracy and to avoid strong seasonality, the 

lag of Newey-West correction should equal to one (month), corresponding to our 

returns prediction at monthly frequency. 

 

4.4 Further analysis 

 

The model with highest R-square from the three types of prediction models could be 

selected and used for further analysis. In an attempt to mitigate the effects of the curse 

of dimensionality 5  that cause estimation errors, we used a low-dimensional 

combination of explicative variables when predicting returns. However, the number of 

possible combinations is extremely high, rendering any computation impossible. 

Another approach in deciding which variables to select involves using univariate and 

multivariate analysis and selecting the combination of betas that results in the highest 

R2. Furthermore, we check the industry distributions of estimated returns by using the 

selected best combination to see if the performance could be affected by industry factor. 

 

4.4.1 Univariate analysis 

 

First at all, to test the effect of individual beta on the future realized return, we regress 

each beta defined above and the future realized return for the stock i as (4.4.1.1). Using 

the model with the highest R-square from the three types of prediction models, we 

compute t-statistics (cross-sectional regression and Newey-West) of significance of the 

coefficients and R2 respectively: 

 

𝑅;,;L8 = 𝛼; +	𝛾	M𝛽;
M + 𝜀;																																														(4.4.1.1) 

                                            
 
5 “The curse of dimensionality,” that is problems due to high-dimensional variables when analyzing and 
organizing data. 
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in which, the subscript t refers to monthly measure, from 1 to 624 representing January 

1965 to December 2016; j is the observation windows, correspondent to 21 days, 63 

days, 252 days, 24 months, 36 months, 48 months and 60 months; C is from 1 to 3289 

representing the proxy code of each stock; 𝛼; = 	 𝛼;8, 𝛼;#, … , 𝛼;R S ∈ 	ℝR  is the vector 

of conditional alphas across stocks 1, …, C; 𝛽; = 	 𝛽;8, 𝛽;#, … , 𝛽;R S ∈ 	ℝ9∗R  is the 

corresponding matrix of defined betas; finally, he errors have been collected in the 

vector 𝜀;. 

 

4.4.2 Multivariate analysis 

 

To combine multiple variables, we analyze the results from univariate analysis and 

regress the future realized returns and the betas with similar results from the 

multivariate analysis. Also, depending on the definition of betas, we classify 

combinations as short-term factors, medium-term factors, long-term factors, and 

recorded R2 to check the quality of regression. 

 

4.4.3 Industry classification 

 

We wish to explore the effect of industry factors on the quality of the models’ forecasts. 

The industry classification is based on the newly available North American Industry 

Classification System (NAICS). Developed jointly by the U.S., Canada, and Mexico, it 

reflects the changing business activities in the last decade. Thus, we classify the 

companies in 10 industries as displayed in Table (4.1). 
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Table 4.1 Industry classification 

  

 

 

 

 

 

 
Notes: The table reports the original data before filtering stocks by our criteria. According to the North American 

Industry Classification System (NAICS), stocks listed on the NYSE could be classified in ten parts of industry. “Nb 

of companies” represents the number of companies listed on the NYSE during January 1960 to December 2016. 

According to the industry classification, the average returns are calculated by the mean value of stock monthly 

returns in each industry. 

 

To specify the effect of industry factor on the future return, we use the model with the 

highest R-square from the multivariate analysis and re-regress the future realized return 

and combined betas for each industry 

 𝑅;,;L8V/k = 𝛼; +	𝛾M𝛽M,;V/k + 𝜀;																																														(4.4.1.1) 

where sic represents respectively ten industries. Furthermore, the prediction model 

could be used to test the quality of regression and to check the influence of industry. 
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V. Empirical results 
 

Following the above discussions, we first summarize the statistics of varying risk 

factors (i.e., time-varying betas) using different observation periods, then verify the 

forward betas one-month ahead of date with our assumptions supposed in section 4.2 

to ensure beta in the following month is a function of the realized risk factors with 

different observation windows. With the verification completed, we predict the forward 

returns of the following months by using the cross-sectional regression on risk factors 

with different observation windows and by constructing a prediction model to estimate 

returns by Models I, II, and III (4.3.2, 4.3.3, 4.3.4). We also use the Fama-MacBeth 

cross-sectional regression test, the Newey-West test, the univariate analysis test, and 

the multivariate analysis test along with the study of industry classification effect on 

forward returns to select the most efficient prediction model. 

 

5.1 Summary Statistics on risk factor 

 

As mentioned in Section 4.1.1, by exploring a variety of window lengths and return 

horizons, we are able to define seven betas representing the effect of relative risks 

within different observation periods of stock returns. The result of statistics places the 

focus on time variations in betas and on gaining additional perspective for risk factors. 

 

Table 5.1 reports summary statistics for betas within different observation windows. 

The mean values of risk factors are defined as: 𝛽#8%, 𝛽*)%, 𝛽#$#%, 𝛽#'(, 𝛽)*(, 𝛽'+(,

𝛽*,(  which are generally close to 1 and Table 5.1.1 indicates the potential 

collinearities among beta measures. Betas with short-term estimation windows, 

𝛽#8%and	𝛽*)% have a mean value of 0.924 and 0.936 respectively. The values are closer 

and less than one, meaning the firms’ systematic risks are similar to the short-term 
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market index’s risk. Betas with long-term observation windows, like 𝛽#$#%, 𝛽#'(,

𝛽)*(, 𝛽'+(, 𝛽*,(  have a mean value closer than one. These values, which are 

interpreted to show the average firms’ systematic risks, are higher than the market index 

risk. 

 

The statistics of kurtosis indicates the characteristics of fat tail for the risk factors we 

defined above. The kurtosis of the risk factors is much higher than that of a normal 

distribution and tends to decrease as the length of observation window increases. Thus, 

betas pdfs are leptokurtic with shapes dependent on the time scale, presenting a very 

slow convergence of the “central limit theorem” towards normal distribution. For the 

beta with an observation window of 21 days, the kurtosis is at its highest (12.83), 

presenting short-term risk factors that have more abnormal betas than predicted. 

 

Table 5.1 Statistics for risk factors 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: This table reports the statistics of risk factors with different observation windows. The first column represents 

the betas with different observation windows. At the end of each month, we calculate seven risk factors using daily 

returns during the past 21 days, 63 days and 252 days, and using monthly returns during the past 24 months, 36 

months, 48 month and 60 months, respectively. The interval of risk factors is one month. We analyze the statistics 

of betas to study the feature of risk factors with different lengths of observation periods. The number of observations 

are 804785, which is sufficient enough for the sample dataset. The sample period for study is from January 1965 to 

December 2016. 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

34 

 

Table 5.1.1 Correlation among risk factors 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2 Conditional betas prediction 

 

Suppose that all the information could be obtained before the date t, as we assumed 

above, and that the firms used for analysis have been listed on the NYSE for at least 5 

years. In this instance, we would be testing our assumption that the future systematic 

risk (beta-coefficient) at each month is the function of the risk factors experienced with 

different observation windows. The statistics of the in-sample forward betas one month 

ahead of the date t with different observation period of the model are shown in Table 

5.2. We construct seven models in which dependent variables (y) being the estimated 

betas on the following month realized betas based on the past 21 days, 63 days, and 

one-year daily returns as well as two-, three-, four-, five-year monthly returns. 

 

Table 5.2 shows that the constant factors (i.e., intercepts) are generally between 0.03 

Notes: This table reports the collinearity of risk factors with different observation windows. The first column 

represents the betas with different observation windows. At the end of each month, we calculate seven risk factors 

using daily returns during the past 21 days, 63 days and 252 days, and using monthly returns during the past 24 

months, 36 months, 48 month and 60 months, respectively. The interval of risk factors is one month. We analyze 

the statistics of betas to study the feature of risk factors with different lengths of observation periods. The number 

of observations are 804785, which is sufficient enough for the sample dataset. The sample period for study is from 

January 1965 to December 2016. 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

35 

and 0.09. The adjusted R-square, which is considered as the indicator of the quality of 

the fit of the regression, indicates that the risk factors with long-run observation 

windows, such as 𝛽#$#%, 𝛽#'(, 𝛽)*(, 𝛽'+(, 𝛽*,( calculated with returns more than 

one year in duration are more likely to be dependent on the past performance of 

conditional factor loadings. The adjusted R-square of regression for 𝛽#$#%, 𝛽#'(,

𝛽)*(, 𝛽'+( and 𝛽*,( are higher than that of others, which are 89.4%, 89.7%, 89.0% 

and 87.7%, respectively. 
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5.3 Return prediction models 

 

In this section, to obtain the evolution of parameters with time based on monthly 

measurements, we first use the cross-sectional regression, then provide three types of 

prediction models to further estimate the forward monthly returns for each company 

and develop the tests to select the optimal results in Section 5.4. 

 

5.3.1 Estimating parameters by cross-sectional regression 

 

In total, we include 624 months in our analysis, from January 1965 to December 2016. 

The dependent variable of regression is the following month forward realized return. 

Thus, we obtain coefficients of abnormal returns (α) and systematic risk factors (β) 

each month by using the cross-sectional regression. Figure 5.1 indicates the evolution 

of constant parameters and coefficients of seven risk factors with different observation 

windows. From the results shown, the alphas and coefficients of risk factors have 

obvious serial correlation. The fluctuating tendency shows that the coefficients in the 

following month is related to past performance. Thus, the estimated returns should be 

corrected by Newey-West, due to the serial correlation among the coefficients. 

 

The results shown in Table 5.3 are the statistics of cross-sectional regression with time-

varying loadings. The value of coefficients for each risk factors are the mean value of 

624 parameter estimates on each month. The parameters we obtained are relatively 

from Fama -MacBeth regressions with separately individual risk factors. The mean 

value of abnormal returns (𝛼) is 0.0099, which means that the abnormal returns from 

January 1965 to December 2016 are around 1%. The signs of coefficients of 𝛽#8%, 

𝛽#$#%，𝛽#'(，𝛽*,(	are negative, which demonstrates that the risk factors of the 

observation period in the past 21 days, one year, two years and five years are negatively 
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related to the forward returns one-month ahead of the date t. However, the t-values are 

not very significant but 𝛽#'( is. The result of standard deviation reports the stability 

of the constructed variables. 

 
 
 

Table 5.3:  The statistics of cross-sectional regression 
 
 
 
 
 
 
 
 
 
 
 
 
 
Notes: Table 5.3 summarizes the statistics of the constant factors and coefficients corresponding to the seven risk 

factors with different observation windows along time-varying, which have been collected from the equation 

of	(4.3.1). 	The dependent variable is all the realized forward returns one month ahead of the date t. At the end of 

each month, we compute the risk factors for each stock listed on the NYSE, which represents the short-run risk 

factors using daily returns during the past 21 days (21d), 36 days (36d), and 252 days (252d), and the long-run risk 

factors using monthly returns during the past two years (24m), three years (36m), four years (48m), and five years 

(60m), and we recorded seven betas on the last date of each month. Column “Coef.” and “t-value” represent the 

estimates and t-statistics values of alphas and gammas from the equation of	(4.3.1). Column “Std. errors” is the 

square root of the standard deviation of alphas and gammas for 624 months. Column “Min” and “Max” are the 

minimum value and maximum value of alphas and gammas for 624 months. The sample period for observation is 

from January 1965 to December 2016; there are thus 624 months for analyzing. 

 

 

 

 

5.3.2 Constructing models’ prediction 

 

To further study the prediction of returns one-month ahead of the month t, we introduce 

three types of prediction models and check the significance of parameters in this section. 
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Model I is established by directly using the coefficients at the month t from the cross-

sectional regression 4.3.1. We calculate the estimates of forward returns by multiplying 

the coefficients of parameters with the corresponding risk factors on each month. The 

result is same in Figure 5.1 and Table 5.3 as in the section above. From the statistics of 

risk factors, generally, the t-values of coefficients in this model are not very significant. 

 

As discussed in the Section 4.3.3, Model II of prediction adopt the mean value of each 

company as its parameters. We calculate the average value of coefficients of α and risk 

factors with different observation periods and record them for each stock. 

 

Model III incorporates the autocorrelation which exists among the coefficients of 

alphas and gammas for each stock, meaning the coefficients of parameters varying over 

time show a relation with the past month performance. Thus, we use the AR (1) model 

(4.3.4.1) to get the parameters (𝜔,, 𝜔8,	𝛿,,	𝛿8) used for estimating the coefficients of 

risk factors for the next month (𝛼;L8/ , 𝛾/,;L8
M ), where j represents the 21 days, 63 days, 

252 days, 24 months, 36 months, 48 months, 60 months, respectively. 
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5.4 Analyzing models’ prediction 

 

The Fama-MacBeth cross-sectional regression (4.3.5.1) supports our check for the 

models’ predicative performance by regressing the realized forward returns one-month 

ahead of date with the returns estimated by the three types of prediction models. The 

dependent variable is the realized forward returns. Returns estimated from prediction 

models are regarded as explicative variable. In order to reduce bias caused by 

autocorrelation and heteroscedasticity, we apply the Newey-West test to correct the 

statistical values. 

 

																										𝑅;,;L8/ = 	𝜙,,;L8 +	𝜙8,;L8𝑅;,;L8
/,W + 𝜀;L8																																			(4.3.5.1)1 

 

The time variance in Figure 5.2 demonstrates the evolutions of the constant factor 

(𝜙,,;L8) and the coefficient of forward returns estimated by prediction models (𝜙8,;L8). 

From the three panels of Figure 5.2, we can see the scale of y-axis [-15, +10] for Model 

II using the average parameters for each stock. The amplitude of variation is almost 10 

times bigger than that of the Model I, directly using parameters at month t [-0.8, +1]. 

Model III used parameter estimators 5 times smaller than Model II at [-2, +1.5.] The 

movement patterns for Model II help to capture the time-varying market variation. 

Table 5.4 further explains the statistics of the three models. The intercepts of regressions 

show significance for Model I and Model II, but the coefficients of forward returns 

estimated by these two prediction models are not significant enough to reject the null 

hypothesis. Robustness analysis demonstrate a t-statistic value of -0.6139 for the 

                                            
 
1 Jacob Mincer & Victor Zarnowitz (1969): “The evolution of economic forecasts” Mincer and Zarnowitz 
proposed a relative accuracy analysis method in order to estimate a scientific economic forecast. Based on enough 
amount of empirical data, they proposed a model of comparison of predictions and the realizations to prove the 
tests validity. 
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coefficient of predicted returns in Model II, which is enough to accept the hypothesis 

null, that the coefficient of predicted return equal to one. The analysis concludes that 

the returns estimated by Model II have no relation with the realized forward returns. 

The adjusted R-square is considered an indicator of quality for the different models. 

Model II’s adjusted R-square value of 31.3% is much higher than that of other 

prediction models. Thus, we can conclude that Model II is the optimum model and we 

should select the second model as the prediction model for our further study, which 

uses the average parameters from the cross-sectional as the coefficients for each stock. 

 

 
Table 5.4: Fama-MacBeth cross-sectional regression of prediction models 

 
 
 
 
 
 
 
 
 
 
 

 

 

Notes: Table 5.4 reports the results of the Ordinary least squares regression and the Fama-MacBeth cross-sectional 

regression with the realized forward returns one month ahead of the date t for common stock listed on the NYSE 

and predicted returns estimated by three types of prediction models from the equation of	(4.3.5.1). Model I is the 

prediction model we use directly for the coefficients from cross-sectional regression of realized forward returns and 

the seven risk factors in order to estimate the predicted returns in next month (at t+1). Model II is the prediction 

model we use to collect the time-varying alphas (α) and gammas (γ) from (4.3.1) and employ the average value of 

alphas and seven coefficients of risk factors to estimate the predicted returns in next month (at t+1). Model II is the 

prediction model we use as the estimator of alphas and seven coefficients of risk factors for each company to predict 

the returns in the next month (at t+1). Column “∅,”is intercept of the regressions and Column “∅8”is the coefficients 

of predicted returns from models. Column “t-stat_OLS” is the t-statistics value of parameters from OLS regression 

and Column “t-stat_NW” is the t-statistics value of parameters after robustness test which correct the 

heteroscedasticity and autocorrelation. The t-stat for “∅8” is used for testing whether average ∅8 is different from 

1. Adj. R-square is considered as the indicator of the quality of each regression. The symbols of *, ** and *** 

represent significance of the result at the 90%, 95% and 99% levels respectively. 
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Figure 5.2 Fama-MacBeth cross-sectional regression 

 
 
 
Panel A: Fama-MacBeth cross-sectional regression for Model I 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel B: Fama-MacBeth cross-sectional regression for Model II 
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Panel C: Fama-MacBeth cross-sectional regression for Model III 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Notes: Figure 5.2 shows the indicates, the evolution of constant factors and coefficients corresponding 
to predicted returns estimated by three types of prediction model, which have been                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    
collected from the equation of	(4.3.5.1). The dependent variable is the realized forward returns one month 
ahead of the date t for common stocks listed on the NYSE. Panel A shows the evolution of constant 
factors and coefficients of estimated returns corresponding to Model I, in which we use directly the 
coefficients from cross-sectional regression of realized forward returns and seven risk factors to estimate 
the predict returns in the next month (at t+1). Panel B shows the evolution of constant factors and 
coefficients of estimated returns corresponding to Model II, in which we collect the time-varying alphas 
(α) and gammas (γ) from (4.3.1) and use the average value of alphas and seven coefficients of risk factors 
to estimate the predict returns in next month (at t+1). Panel C shows the evolution of constant factor and 
coefficient of estimated returns corresponding to Model II, in which we collect the time-varying alphas 
(α) and gammas (γ) from (4.3.1) and use the estimator of alphas and seven coefficients of risk factors 
for each company to predict the predict returns in next month (at t+1). The sample period for observation 
is from January 1965 to December 2016; there are thus 624 months for analyzing. 
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5.5 Further analysis 

 

To study further the relationship between forward return and risk factors with different 

observation periods, we test the efficiency of each risk factor in order to choose the best 

combination of variables by conducting univariate and multivariate analysis. As the 

results show in Section 5.4, using the mean value of the chosen parameter to estimate 

forward return gives the best quality of regression. Thus, based on Model II’s average 

parameter, we further perform three types of analysis to select the model by which the 

predicted estimates could be pertinent to use in the market. 

 

Firstly, we conduct OLS regression to reveal the pure effect of individual risk factor on 

forward realized returns. Secondly, we find the model closest to the tendency of the real 

market by seeking the best combination of risk factors. Based on the results from the 

previous section, we combine the risk factors with similar characteristics such as the 

length of observation windows and significant statistical results. Following the 

combination, we regress forward realized returns and potential risk factors 

combinations to select the optimal result with the highest R-square value. 

 

Finally, we verify the effect of the allocation of industries by classifying firms into 10 

industries and using the prediction model to obtain checks for each industry. These 

checks are of paramount importance: industry factor is a significant component in the 

US market as we can often find that performance of one industry overrides others. 

 

5.5.1 Results from univariate analysis 

 

After applying the cross regression (4.4.1.1) in Panel A of Table 5.5, we gather the 

results of individual risk factors within different observation-periods in correspondent 
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to one month, three-month, one-year, two-year, three-year, four-year, and five-year 

marks and compared the differences among them. The dependent variable is realized 

return of one month following the date t. Our cross-sectional regression analysis 

includes 624 months from January 1965 to December 2016. As a result, we obtain the 

coefficients of alpha and gamma on each month. 

 

Cross-sectional regression illustrates the tendency of return’s evolution through time. 

We use Models (1), (2), (3), (4), (5), (6), (7), in corresponding with regressions of 

individual risk factors with betas 𝛽#8%, 𝛽*)%, 𝛽#$#%, 𝛽#'(, 𝛽)*(, 𝛽'+(, 𝛽*,(. Figure 

5.3 shows the tendency of abnormal returns (α) and coefficients of individual risk 

factors over time. The y-axis of Models (1), (2), and (3) ranges from [-0.3, +0.3], higher 

than that of Model (4) and Model (5), which ranges from [-0.2, +0.25]. Model (5) and 

(6) have stable patterns of movement, of which their y-axis is the smallest ranging from 

[-0.15, +0.2], due to the long-run observation windows. Models (1), (2), and (3)’s 

regression of forward realized returns against risk factors within the observation period 

less than one year are more likely to fluctuate owing to short-term variants. 

 

The results shown in Panel A are the average value of 624 parameter estimates we 

obtain by regression with each risk factor. Through the short-term observation window, 

the abnormal return, which is noted as 𝛼 in Panel A, is kept stable mostly for 𝛽	
#8% 

and up to 𝛽	
#$#%. When the length of observation window is longer, the value of 𝛼 

increases proportionally. Viewing the dataset as a whole, the coefficients of risk factors 

(𝛾) with the short-term observation window are positive. Our interpretation of this 

phenomenon is that within the one-year observation period, riskier firms are predicted 

to garner higher returns. On the contrary, within the long-term observation windows 

from 𝛽	
#'( to 𝛽	

*,(, corresponding to monthly returns from two to five years, risk 

factors (β) are negatively correlated to the forward stock return, indicating less riskier 
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firms are predicted to get higher returns within the following month. With regard to the 

quality of regression, R-square are higher with long-term observation windows in 

𝛽	
#$#%, 𝛽	

#'(, 𝛽	
)*(, 𝛽	

'+(, 𝛽	
*,(, proving that the risk factors calculated with long-term 

monthly returns are more statistically significant. 

 

Based on the second prediction model, we calculate the mean value of the parameters 

(𝛼	and	𝛾) for each firm. The dependent variable in Panel B of Table 5.5 is the one-

month forward realized return which is used to regress with the return estimated from 

prediction model (5.5.1.3) 

𝑅;,	;L8
/,	W] = 		𝛼/ + 	𝛾/

M𝛽/,;
M 	

 

where i represents company i, ranging from 1 to 3289; t is the month in time series from 

1 to 624; M2 is the second prediction model for which we calculate the mean value of 

parameters of each company; j is the observation windows, correspondent to 21 days, 

63 days, 252 days, 24 months, 36 months, 48 months and 60 months. 

 

Panel B presents the result of the Fama-MacBeth cross-sectional regression (4.3.5.1) of 

the estimated returns from the prediction models against individual risk factors. From 

this result, we can see that the intercepts of the regressions, the constant difference 

between realized forward return and the forward return estimated by the prediction 

model, are kept stable for individual risk factors with different observation windows. 

The coefficients of risk factors (𝜙8) show the multipliers of risk factors with short-term 

observation windows are higher than that with long-term windows. Especially for 𝛽	
#8% 

to 𝛽	
#$#%, the coefficients of risk factors are between 0.2 and 0.3, which have t-statistic 

values higher than other betas (from 𝛽	
#'(  to 𝛽	

*,( ). R-square values from these 

regressions indicate that the quality of regression increase as the length of observation 
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windows of each individual risk factors increases. The prediction model show that 

individual betas calculated using five-years monthly returns are more pertinent with the 

realized forward return. 

 

  



CHAPTER 5. EMPIRICAL RESULTS   

 
 

50 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fi
gu

re
 5

.3
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

fo
r u

ni
va

ri
at

e 
an

al
ys

is 

Fi
gu

re
 5

.3
 s

ho
w

s 
th

e 
ev

ol
ut

io
n 

of
 c

on
sta

nt
 f

ac
to

r 
an

d 
in

di
vi

du
al

 c
oe

ffi
ci

en
t 

co
rre

sp
on

di
ng

 t
o 

se
ve

n 
ris

k 
fa

ct
or

s 
w

ith
 d

iff
er

en
t 

ob
se

rv
at

io
n 

w
in

do
w

s a
lo

ng
 ti

m
e-

va
ry

in
g,

 w
hi

ch
 is

 c
ol

le
ct

ed
 fr

om
 th

e 
cr

os
s-

se
ct

io
na

l r
eg

re
ss

io
n 

of
	((

4.
4.

1.
1)

). 
Th

e 
de

pe
nd

en
t v

ar
ia

bl
e 

is 
th

e 
re

al
iz

ed
 fo

rw
ar

d 
re

tu
rn

s 
on

e 
m

on
th

 a
he

ad
 o

f t
he

 d
at

e 
t f

or
 c

om
m

on
 s

to
ck

 li
st

ed
 o

n 
th

e 
N

Y
SE

. A
t t

he
 e

nd
 o

f e
ac

h 
m

on
th

, w
e 

co
m

pu
te

 th
e 

ris
k 

fa
ct

or
s 

fo
r e

ac
h 

sto
ck

 li
ste

d 
on

 th
e 

N
Y

SE
, w

hi
ch

 re
pr

es
en

ts 
th

e 
sh

or
t-r

un
 ri

sk
 fa

ct
or

s 
us

in
g 

da
ily

 re
tu

rn
s 

du
rin

g 
th

e 
pa

st 
21

 d
ay

s 
(2

1d
), 

36
 d

ay
s 

(3
6d

) a
nd

 2
52

 d
ay

s 
(2

52
d)

, a
nd

 th
e 

lo
ng

-ru
n 

ris
k 

fa
ct

or
s 

us
in

g 
m

on
th

ly
 re

tu
rn

s 
du

rin
g 

th
e 

pa
st 

tw
o 

ye
ar

s 
(2

4m
), 

th
re

e 
ye

ar
s 

(3
6m

), 
fo

ur
 y

ea
rs

 (4
8m

) a
nd

 fi
ve

 y
ea

rs
 (6

0m
). 

Pa
ne

l A
 re

po
rts

 th
e 

al
ph

a 
an

d 
ga

m
m

a 
fro

m
 th

e 
re

gr
es

sio
n 

w
ith

 th
e 

in
di

vi
du

al
 ri

sk
 fa

ct
or

 u
sin

g 
th

e p
as

t 2
1 

da
ys

 o
f d

ai
ly

 re
tu

rn
s. 

Pa
ne

l B
 re

po
rts

 th
e a

lp
ha

 an
d 

ga
m

m
a f

ro
m

 th
e r

eg
re

ss
io

n 
w

ith
 th

e i
nd

iv
id

ua
l 

ris
k 

fa
ct

or
 u

sin
g 

th
e 

pa
st

 6
3 

da
ys

 o
f d

ai
ly

 re
tu

rn
s. 

Pa
ne

l C
 re

po
rts

 th
e 

al
ph

a 
an

d 
ga

m
m

a 
fro

m
 th

e 
re

gr
es

sio
n 

w
ith

 th
e 

in
di

vi
du

al
 ri

sk
 

fa
ct

or
 u

sin
g 

th
e 

pa
st 

on
e-

ye
ar

 d
ai

ly
 re

tu
rn

s. 
Pa

ne
l D

 re
po

rts
 th

e 
al

ph
a 

an
d 

ga
m

m
a 

fro
m

 th
e 

re
gr

es
sio

n 
w

ith
 th

e 
in

di
vi

du
al

 ri
sk

 fa
ct

or
 

w
hi

ch
 u

sin
g 

th
e p

as
t t

w
o-

ye
ar

 m
on

th
ly

 re
tu

rn
s. 

Pa
ne

l E
 re

po
rts

 th
e 

al
ph

a a
nd

 g
am

m
a 

fro
m

 th
e r

eg
re

ss
io

n 
w

ith
 th

e i
nd

iv
id

ua
l r

isk
 fa

ct
or

 
us

in
g 

th
e p

as
t t

hr
ee

-y
ea

r m
on

th
ly

 re
tu

rn
s. 

Pa
ne

l F
 re

po
rts

 th
e a

lp
ha

 an
d 

ga
m

m
a 

fro
m

 th
e 

re
gr

es
sio

n 
w

ith
 th

e i
nd

iv
id

ua
l r

isk
 fa

ct
or

 u
sin

g 
th

e 
pa

st 
fo

ur
-y

ea
r m

on
th

ly
 re

tu
rn

s. 
Pa

ne
l G

 re
po

rts
 th

e 
al

ph
a 

an
d 

ga
m

m
a 

fro
m

 th
e 

re
gr

es
sio

n 
w

ith
 th

e 
in

di
vi

du
al

 ri
sk

 fa
ct

or
 u

sin
g 

th
e 

pa
st 

fiv
e-

ye
ar

 m
on

th
ly

 re
tu

rn
s. 

Th
e 

sa
m

pl
e 

pe
rio

d 
fo

r o
bs

er
va

tio
n 

is 
fro

m
 Ja

nu
ar

y 
19

65
 to

 D
ec

em
be

r 2
01

6;
 th

er
e 

ar
e 

th
us

 6
24

 m
on

th
s 

fo
r a

na
ly

zi
ng

.) 
W

e 
al

so
 re

co
rd

 se
ve

n 
be

ta
s o

n 
th

e 
la

st 
da

te
 o

f e
ac

h 
m

on
th

. 
 

 Pa
ne

l A
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
#8
%

 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

51 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Pa
ne

l B
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
*)
%

 

Pa
ne

l C
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
#$
#%

 

Pa
ne

l D
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
#'
(

 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

52 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Pa
ne

l E
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
)*
(

 

Pa
ne

l F
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
'+
(

 

Pa
ne

l G
: C

ro
ss

-s
ec

tio
na

l r
eg

re
ss

io
n 

w
ith

 𝛽
*,
(

 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

53 

 
  

Ta
bl

e 
5.

5:
 U

ni
va

ri
at

e 
an

al
ys

is 
 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

54 

 
  

N
ot

es
: T

ab
le

 5
.5

 sh
ow

s 
th

e 
re

su
lt 

of
 u

ni
va

ria
te

 a
na

ly
si

s. 
Pa

ne
l A

 re
po

rts
 th

e 
re

su
lts

 o
f c

ro
ss

-s
ec

tio
na

l O
LS

 re
gr

es
sio

n 
w

ith
 th

e 
in

di
vi

du
al

 ri
sk

 fa
ct

or
 w

ith
in

 d
iff

er
en

t o
bs

er
va

tio
n-

pe
rio

ds
, 

w
hi

ch
 co

rr
es

po
nd

 to
 o

ne
 m

on
th

, t
hr

ee
 m

on
th

s, 
on

e y
ea

r, 
tw

o 
ye

ar
s, 

th
re

e y
ea

rs
, f

ou
r y

ea
rs

 an
d 

fiv
e y

ea
rs

. T
he

 d
ep

en
de

nt
 v

ar
ia

bl
e 

is
 th

e 
re

al
iz

ed
 fo

rw
ar

d 
re

tu
rn

s o
ne

 m
on

th
 a

he
ad

 o
f t

he
 d

at
e 

t f
or

 c
om

m
on

 st
oc

k 
lis

te
d 

on
 th

e 
N

Y
SE

. C
ol

um
n 

(1
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e 
ne

xt
 m

on
th

 w
ith

 th
e 

in
di

vi
du

al
 sy

ste
m

at
ic

 ri
sk

 fa
ct

or
 c

al
cu

la
te

d 
on

 th
e 

pa
st

 

21
-d

ay
 d

ai
ly

 re
tu

rn
s. 

Co
lu

m
n 

(2
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 th

e i
nd

iv
id

ua
l s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e 
pa

st 
63

-d
ay

 d
ai

ly
 re

tu
rn

s. 

Co
lu

m
n 

(3
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 th

e i
nd

iv
id

ua
l s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 ca
lc

ul
at

ed
 o

n 
th

e p
as

t 1
-y

ea
r d

ai
ly

 re
tu

rn
s. 

Co
lu

m
n 

(4
) r

ep
re

se
nt

s 

th
e r

eg
re

ss
io

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 th

e i
nd

iv
id

ua
l s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e 
pa

st 
2-

ye
ar

 m
on

th
ly

 re
tu

rn
s. 

Co
lu

m
n 

(5
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 

re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 th

e i
nd

iv
id

ua
l s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e p
as

t 3
-y

ea
r m

on
th

ly
 re

tu
rn

s. 
Co

lu
m

n 
(6

) r
ep

re
se

nt
s t

he
 re

gr
es

sio
n 

of
 re

al
iz

ed
 fo

rw
ar

d 

re
tu

rn
s o

n 
th

e 
ne

xt
 m

on
th

 w
ith

 th
e 

in
di

vi
du

al
 sy

ste
m

at
ic

 ri
sk

 fa
ct

or
 c

al
cu

la
te

d 
on

 th
e 

pa
st 

4-
ye

ar
 m

on
th

ly
 re

tu
rn

s. 
Co

lu
m

n 
(7

) r
ep

re
se

nt
s 

th
e 

re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e 

ne
xt

 m
on

th
 w

ith
 th

e i
nd

iv
id

ua
l s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e p
as

t 5
-y

ea
r m

on
th

ly
 re

tu
rn

s. 
Pa

ne
l B

 re
po

rts
 th

e r
es

ul
ts 

of
 O

rd
in

ar
y 

le
as

t s
qu

ar
es

 re
gr

es
sio

n 
an

d 
Fa

m
a-

M
ac

B
et

h 
cr

os
s-

se
ct

io
na

l r
eg

re
ss

io
n 

w
ith

 th
e 

re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

ne
 m

on
th

 ah
ea

d 
of

 th
e d

at
e 

t f
or

 c
om

m
on

 st
oc

k 
lis

te
d 

on
 th

e 
N

Y
SE

 a
nd

 p
re

di
ct

ed
 re

tu
rn

s e
sti

m
at

ed
 b

y 
th

e 
pr

ed
ic

tio
n 

of
 th

e M
od

el
 II

 

fro
m

 w
hi

ch
 w

e 
co

lle
ct

 th
e 

tim
e-

va
ry

in
g 

al
ph

as
 (α

) a
nd

 g
am

m
as

 (γ
) o

f (
4.

3.
1)

 an
d 

us
e 

th
e 

av
er

ag
e 

va
lu

e 
of

 a
lp

ha
s a

nd
 th

e 
se

ve
n 

co
ef

fic
ie

nt
s o

f r
isk

 fa
ct

or
s t

o 
es

tim
at

e 
th

e 
pr

ed
ic

te
d 

re
tu

rn
s 

in
 th

e 
ne

xt
 m

on
th

 (a
t t

+1
). 

Ro
w

 “
∅ ,

”i
s t

he
 in

te
rc

ep
t o

f t
he

 re
gr

es
sio

ns
 a

nd
 R

ow
 “
∅ 8

”i
s t

he
 c

oe
ffi

ci
en

t o
f t

he
 p

re
di

ct
ed

 re
tu

rn
s 

fro
m

 m
od

el
s. 

Th
e 

t-s
ta

t f
or

 “
∅ 8

” 
is 

us
ed

 fo
r t

es
tin

g 
w

he
th

er
 

av
er

ag
e 
∅ 8

 i
s 

di
ffe

re
nt

 f
ro

m
 1

. C
ol

um
n 

(1
) 

re
pr

es
en

ts 
th

e 
re

gr
es

sio
n 

of
 re

al
iz

ed
 fo

rw
ar

d 
re

tu
rn

s 
on

 th
e 

ne
xt

 m
on

th
 w

ith
 e

sti
m

at
ed

 r
et

ur
ns

 p
re

di
ct

ed
 b

y 
th

e 
pr

ed
ic

tio
n 

m
od

el
 w

ith
 th

e 

in
di

vi
du

al
 s

ys
te

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e 
pa

st 
21

-d
ay

 d
ai

ly
 re

tu
rn

s. 
Co

lu
m

n 
(2

) r
ep

re
se

nt
s 

th
e 

re
gr

es
sio

n 
of

 r
ea

liz
ed

 fo
rw

ar
d 

re
tu

rn
s 

on
 th

e 
ne

xt
 m

on
th

 w
ith

 e
sti

m
at

ed
 r

et
ur

ns
 

pr
ed

ic
te

d 
by

 th
e 

pr
ed

ic
tio

n 
m

od
el

 w
ith

 th
e 

in
di

vi
du

al
 sy

ste
m

at
ic

 ri
sk

 fa
ct

or
 c

al
cu

la
te

d 
on

 th
e 

pa
st 

63
-d

ay
 d

ai
ly

 re
tu

rn
s. 

Co
lu

m
n 

(3
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 

th
e 

ne
xt

 m
on

th
 w

ith
 e

st
im

at
ed

 re
tu

rn
s 

pr
ed

ic
te

d 
by

 th
e 

pr
ed

ic
tio

n 
m

od
el

 w
ith

 th
e 

in
di

vi
du

al
 sy

ste
m

at
ic

 ri
sk

 fa
ct

or
 c

al
cu

la
te

d 
on

 th
e 

pa
st 

1-
ye

ar
 d

ai
ly

 re
tu

rn
s. 

Co
lu

m
n 

(4
) r

ep
re

se
nt

s 
th

e 

re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s 

on
 th

e 
ne

xt
 m

on
th

 w
ith

 e
st

im
at

ed
 re

tu
rn

s 
pr

ed
ic

te
d 

by
 th

e 
pr

ed
ic

tio
n 

m
od

el
 w

ith
 th

e 
in

di
vi

du
al

 sy
ste

m
at

ic
 ri

sk
 fa

ct
or

 c
al

cu
la

te
d 

on
 th

e 
pa

st 
2-

ye
ar

 

m
on

th
ly

 re
tu

rn
s. 

Co
lu

m
n 

(5
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 e

sti
m

at
ed

 re
tu

rn
s p

re
di

ct
ed

 b
y 

th
e 

pr
ed

ic
tio

n 
m

od
el

 w
ith

 th
e 

in
di

vi
du

al
 sy

st
em

at
ic

 

ris
k 

fa
ct

or
 ca

lc
ul

at
ed

 o
n 

th
e p

as
t 3

-y
ea

r m
on

th
ly

 re
tu

rn
s. 

Co
lu

m
n 

(6
) r

ep
re

se
nt

s t
he

 re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s o

n 
th

e n
ex

t m
on

th
 w

ith
 es

tim
at

ed
 re

tu
rn

s p
re

di
ct

ed
 b

y 
th

e p
re

di
ct

io
n 

m
od

el
 w

ith
 th

e 
in

di
vi

du
al

 s
ys

te
m

at
ic

 ri
sk

 fa
ct

or
 c

al
cu

la
te

d 
on

 th
e 

pa
st 

4-
ye

ar
 m

on
th

ly
 r

et
ur

ns
. C

ol
um

n 
(7

) r
ep

re
se

nt
s 

th
e 

re
gr

es
sio

n 
of

 re
al

iz
ed

 fo
rw

ar
d 

re
tu

rn
s 

on
 th

e 
ne

xt
 m

on
th

 w
ith

 

es
tim

at
ed

 re
tu

rn
s p

re
di

ct
ed

 b
y 

th
e p

re
di

ct
io

n 
m

od
el

 w
ith

 th
e 

in
di

vi
du

al
 sy

ste
m

at
ic

 ri
sk

 fa
ct

or
 ca

lc
ul

at
ed

 o
n 

th
e p

as
t 5

-y
ea

r m
on

th
ly

 re
tu

rn
s. 

A
dj

. R
-s

qu
ar

e 
is

 co
ns

id
er

ed
 a

s t
he

 in
di

ca
to

r 

Ta
bl

e 
5.

5:
 U

ni
va

ri
at

e 
an

al
ys

is 
 



CHAPTER 5. EMPIRICAL RESULTS   

 
 

55 

 

5.5.2 Results from multivariate analysis 

 

According to our analysis using the univariate test in Table 5.5.1.1, we conclude that 

the length of observation period of risk factors has a crucial effect on the univariate 

analysis result. By better fitting the prediction model with the tendency of market 

realized return, the multivariate analysis can help combine constructed variables with 

similar characteristics and test the significance from a statistical perspective and from 

the perspective of regression quality. In this section, six models with different 

combinations of constructed risk factors are created for analytical purposes. Table 5.6 

shows the definition of the combination models. 

 

 

Table 5.6: the combination models for multivariate analysis 

 

 

 

 

 

 

 

 

 

Panel A of Table 5.7 shows the statistics of six models noted as Model A, B, C, D, E, F, 

by applying the cross regression (5.5.2.2). The regression is performed based on the 

dependent variable which is the realized return one month following the date t against 

Notes: Table 5.6 reports the definition of six combination models for multivariate analysis and 

indicates the risk factors used to be analyzed in the models. 
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the combination of constructed risk factors with different observation-periods. 

 

𝑅;,;L8 = 𝛼; +	𝛾W𝛽;W + 𝜀;																																														(5.5.2.2) 

 

In which M representing six models of combination, in correspondence to Model A, B, 

C, D, E, F; 𝛽;W, is the matrix of explicative variables, representing the combination of 

risk factors with different observation windows in each model. Our analysis includes 

624 months from January 1965 to December 2016. Further, by using cross-sectional 

regression, we get the coefficients of alpha and gamma on each month. 

 

Figure 5.4 illustrates the tendency of abnormal returns ( 𝛼 ) and the change of 

coefficients of combined risk factors with different observation periods from regression 

5.5.2.2 for each model over time. The combinations for long-term observation period 

betas, like Model B and Model C with the y-axis ranging from [-0.5, +0.5], are the most 

fluctuant. The figure shows the existence of serial correlations among the coefficients, 

which are also proven by the analysis of robustness tests. Using the second prediction 

model, we obtain the average value of parameters for each company. Panel B of Table 

5.5.2.1 shows result of the Fama-MacBeth cross-sectional regression (4.3.5.1) of the 

estimated returns from the prediction models against each combination of risk factors. 
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5.5.2.1 Model for short-run betas 

 

We are interested in the effect of short-term observation-periods on the one-month 

ahead returns due to the nature of risk factors. The constructed risk factors with 

observation periods less than one year (from 𝛽	
#8%  to 𝛽	

#$#% ) are considered as 

independent variables in Model A. The result of Model A shown in Panel A indicates 

that all the risk factors with daily returns less than one year are negatively correlated to 

the one-month forward realized return. This indicates that in the short-term period, 

riskier firms compared to the market index are expected to get higher returns in the 

coming month. The result from Panel B of Table 5.7 shows results of the robustness 

test. Results are corrected by Newey-West to delete the autocorrelation and 

heteroscedasticity; furthermore, they indicate that the coefficient of the prediction 

model from Model A is statistically significant. We conclude that predicted returns 

estimated by Model A are significantly related to the realized return one month ahead 

of t. 

 

5.5.2.2 Model for long-run betas 

 

Model B is established to analyze the effect of the risk factors with long-term 

observation periods on the forward returns. Thus, we selected betas calculated with 

monthly returns over one year, 𝛽	
#'( , 𝛽	

)*( , 𝛽	
'+( , 𝛽	

*,( ., to regress against the 

forward realized monthly returns. In the univariate analysis, the signs risk factor 

coefficients within the long-term observation period is negative. However, in the 

multivariate analysis in Panel A, the result of Model B indicates risk factors using three-

year and 4-year monthly returns that have positive correlations with the 𝛽	
)*(, 𝛽	

'+(. 

This is interpreted to be due to obvious collinearity between the risk factors with long-
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term observation periods. The absolute value of 𝛽	
#'( and 𝛽	

*,( are higher than the 

value in the univariate analysis, and the R-square is also higher, indicating the quality 

of regression has improved. The result of Model B in Panel B shows the prediction 

model from Model B statistically related to the return in next month. However, the R-

square value is 0.158, which does not represent a good quality regression. 

 

Panel B of univariate test indicates that regression of the returns predicted from risk 

factors with long-term observation windows has better quality than that of others, and 

the regression with individual 𝛽	
*,(  has the highest R2. Thus, we combine	𝛽	

#'( , 

𝛽	
)*(	and 𝛽	

'+(as explicative variables in Model C and𝛽	
)*( , and 𝛽	

'+(	and 𝛽	
*,( 

are categorized as Model D. Due to the mutual effect among the risk factors with long-

term observation period, Panel A of Table 5.7 shows that 𝛽	
)*( is positively related to 

returns in the next month in Model C but negatively related to the forward returns in 

Model D. The quality of regression is 15.2% and 15.5%, respectively. As shown in 

Panel B, the coefficients of risk factors for Model C and D are both significant, but the 

t-values of intercepts are not significant enough to demonstrate risk premium in the 

market. 

 

 

Model E includes short-window and long-window risk factors and is established 

by𝛽	
#8% , 𝛽	

*)% , 𝛽	
#$#% , 𝛽	

)*( , 𝛽	
'+( . Due to the assumption that the expectation of 

abnormal returns is null, we construct Model F including all seven risk factors without 

the constant (𝛼). Our results in Panel B show the t-statistic value of coefficients for 

Model F is very significant, which is 4.5121 after correcting autocorrelation and 

heteroscedasticity. The quality of regression of Model F is the highest than that of others. 

Thus, we conclude the best combination of risk factors to predict the returns in next 
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month should include all seven risk factors without constant parameter (𝛼). Overall, in 

this final model, two observations can be made: first, the abnormal return should be 

neglected; second, the length of observation period of risk factors show a crucial effect 

on the prediction. 

 

5.5.3 Industry factors 

 

To study the effect of the industry factors to return prediction, we calculate the average 

returns for each month according to the industry classification depending on the SIC 

categories. Figure 5.5 shows the average returns by each industry. The participation of 

Agriculture, Forestry, and Fishing (SIC<10) and Public administration (SIC>90) are 

negligible due to lack of firms available in the sample. As a result, we exclude these 

industries to reduce the complexity of charts and improve the accuracy of prediction. 

From the Figure, construction has the highest mean value of returns and transportation, 

communications, electric, gas, and sanitation have the lowest returns during the period 

observed. 

 

Figure 5.5: Stock returns by industry classification 
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Notes: Figure 5.5 the average returns by each industry. The y-axis represents the mean value of stock returns for 

each industry and the x-axis represents the industry classification based on the Table 4.4.3.1 

 

Figure 5.6 shows the evolution of stock returns through time varying and according to 

industry classification. We calculate the mean value of stock returns on the last day of 

each month for common stocks operating in each industry. From the results of Figure 

5.6, we can see that these eight industries, in general, have a similar pattern and vary 

with the tendency of the market. For example, in 1987, most stocks in all industries 

dropped sharply to their lowest point. When comparing industries, the mining, retail 

and services sectors are the most fluctuant industries with high variation. In contrast, 

manufacturing, transportation, communications, electric, gas and sanitation along with 

the wholesale trade have relatively flat plots, which means their evolutions tend to be 

stable. 

 

Based on the result of multivariate analysis, we first calculate the predicted returns for 

each industry by using the mean value of seven coefficients without the constant 

parameter and regress the estimated forward return with the realized ones. Table 5.8 

reports the results of Fama-MacBeth cross-sectional regression (4.3.5.1) including 

eight parts of industry classification. 

 

From Table 5.8, we can see that the t-statistic value of coefficients of prediction returns 

are obviously significant for all industries excluding the Retail trade. The result 

indicates that our prediction model is very suitable for the firms operating in the field 

of construction, transportation, communications, electric, gas and sanitation, with the 

quality of regression for these two last industries at 67.2% and 63.9%, respectively. 

Referring to the result from Figure 5.6, these figures could be explained by the stability 

of firms in the construction, transportation, communications, electric, gas and sanitation 

industries, especially with regard to their operations and when compared with other 

industries. Mining, retail and services are the most fluctuant industries which always 
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tend to vary with market change, and thus the appropriation of the prediction model is 

lower than other industries, which are 32.4%, 26.2% and 21.4%. Thus, we could 

confirm here that our prediction model is more appropriate for the industries with stable 

tendencies when compared to the market, such as those in the field of construction, 

transportation, communications, electric, gas and sanitation. 
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VI. Conclusion 
 

In our study, based on the CAPM model, we have developed a new nonparametric 

methodology for returns prediction, from the conditional risk factor model. After 

reviewing the literature related to the problematic caused by using the traditional 

CAPM in empirical tests and the proposition of conditional beta coefficient with time-

varying, we have conducted extensive research and found the answer to the following 

questions: What is the difference among the risk factors using the past returns with 

different observation windows? What is the effect of these risk factors with different 

observation windows on the realized forward returns one-month ahead of the date? 

What is the optimal method to estimate the forward returns? Which risk factors could 

be combined to form an optimal prediction model, according to the length of the 

observation windows of risk factors? And furthermore, are there industry factors which 

have crucial effect on the return estimation? 

 

The subject of this study focuses on stock returns of mature companies listed on the 

New York Stock Exchange (NYSE): the NYSE market index reflects the overall market 

situation and could be considered as the standard market index in our study. The total 

number of companies to be analyzed is 3829 with the sample period for observation 

running from January 1965 to December 2016; there are thus 624 months for analyzing. 

 

We have constructed seven risk-factors variables using respectively the past 21-day 

daily returns, 63-day daily returns, 252-day daily returns, 2-year monthly returns, 3-

year monthly returns, 4-year monthly returns and 5-year monthly returns. There exist 

differences among the risk factors with various observation windows. In general, betas 

demonstrate  a tendency toward normal distribution; however, beta coefficients using 

short-term returns in the past have higher kurtosis, which indicates that such risk factors 
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have more abnormal betas than predicted. Further analysis on the serial correlation of 

risk factors leads us to the conclusion that the risk factors with long-run observation 

windows, such as 𝛽#$#%, 𝛽#'(, 𝛽)*(, 𝛽'+(, 𝛽*,(, calculated with returns more than 

one year in duration, are more dependent on the past performance of conditional factor 

loadings, and that the adjusted R-square of the regression for 𝛽#$#%, 𝛽#'(,

𝛽)*(, 𝛽'+( and 𝛽*,( are higher than that of others, which are 89.4%, 89.7%, 89.0% 

and 87.7%, respectively. 

 

When observing the results of the cross-sectional regression of realized forward returns 

one-month ahead of the date t with seven beta coefficients with short-term and long-

term past returns, we can trace  the pattern of coefficients with time varying, which 

captures the overall market information in the given period. The Fama-MacBeth cross-

sectional regression tests three types of prediction models and points to the fittest one 

with realized returns in the market -- Model II. Here, we collect the time-varying alphas 

(α) and gammas (γ) and use the average value of alphas and seven coefficients of risk 

factors to estimate the predicted returns in next month (at t+1). 

 

Further study shows the practicability of the prediction model. The figure of the 

evolution of constant factor and individual coefficient, correspond to the seven risk 

factors with different observation windows over time, and indicate serial correlation 

among the risk factors. The result of univariate analysis shows that the quality of 

regression increases with the length of observation windows of each individual risk 

factor. Moreover, the prediction model with individual betas calculated with five-year 

monthly returns are more appropriate with the realized forward returns, because long 

observation periods tend to be more stable and can capture the common situation of the 

capital market. The multivariate analysis continues the study of the combination of risk 

factors on the prediction model. After correcting the heteroscedasticity and 

autocorrelation among the risk factors by Newey-West, we conclude that the optimal 
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prediction model formed by the combination of risk factors entails the use of seven risk 

factors with different observation periods and without the constant factor. As abnormal 

returns in capital markets are random and expectations should equal zero, we therefore 

do not consider abnormal returns when estimating forward returns. 

 

We also take the industry factor into consideration. Due to limitation of samples, we 

classified securities into eight groups. The Mining, retail, and services sectors are the 

most fluctuant industries, experiencing high variation. On the hand, manufacturing, 

transportation, communications, electric, gas and sanitation, along with the wholesale 

trade, tend to be stable, according to the flat plots, which means they evolve down a 

slow and steady path. . To put it another way, industry factors have an impact on the 

predicted returns estimated by the prediction model.  Ultimately, industries such as 

construction, transportation, communications, electric, gas, and sanitation, in short 

industries with a stable tendency, when compared to the market, are more appropriate 

for our prediction model. 

 

To conclude, the limitations of this study can be summarized in the following 

statements Firstly, this work focuses mainly on the returns of common stock listed on 

the NYSE and in the US capital market. In future studies, we could expand the 

examination to include the NASDAQ and other countries’ capital markets, like S&P 

500 in Canada. Secondly, this paper examines only the beta-coefficients and the stock 

returns at the individual securities level. We did not conduct, for example, a conclusive 

study of risk factors for combined portfolios owing to the possibility of the latter losing 

the basic characteristics of the company, which could adversely affect the results of the 

study. Thirdly, this paper investigates mainly the prediction model to estimate forward 

stock return by using the combination of risk factors with different observation period. 

The direction of future inquiries could focus on the predictability of beta coefficient by 
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using the combination of risk factors as defined in this study. In the end, we can safely 

say that this field offers the scholar a myriad of possible subjects to explore. 
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Appendix 
 
Appendix 1 The distribution of constructed risk factors 
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Appendix 2 Number of securities listing in NYSE 
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