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QUEL EST LE ROLE DES DIFFERENTES CIBLES DE RECONNAISSANCE
DANS LE PROCESSUS DE RETRAIT?

Dimitri RESSIN

SUMMARY

Les comportements de retraite tels que I’absentéisme et le roulement sont
indéniablement des problémes importants pour les organisations. Il est déja connu
que ces deux phénomeénes sont en croissance dans les entreprises et peuvent entrainer
des cofits annuels de plusieurs millions de dollars. Malgré I'existence de plusieurs
variables qui peuvent influencer les comportements de retraite, dans cette étude nous
nous sommes principalement intéressés aux effets possibles des différentes sources de
reconnaissance sur l’intention de quitter, ’absentéisme et le roulement .Notre
recherche s’appuie sur des données recueillies auprés de 221 employés d’un hopital
dans la grande région de Montréal. Dans cette étude, on propose des liens directs
entre cing sources de reconnaissance non-monétaire et I’intention de quitter ainsi que
les effets indirects avec I’absentéisme et le roulement volontaire. On postule que
I'intention de quitter agira comme variable médiatrice dans la relation entre la
reconnaissance non-monétaire (organisation, superviseur, collégues, médecin,
bénéficiaires) et que 1’absentéisme agira & son tour comme variable médiatrice entre
Pintention de quitter et le roulement volontaire. De plus, nous avons cherché a
identifier les effets de modération entre les différentes sources de reconnaissance et
I'intention de quitter. En outre, cette recherche constitue une des rares études qui a

cherché a appliquer I’approche multifoci 4 la reconnaissance.

Les résultats obtenus suggerent que les différentes sources de reconnaissance tant
individuellement que combinées, s’avérent des variables importantes pour réduire le

roulement dans les hopitaux. Deux de cinq sources de reconnaissance (organisation et



111

superviseur) ont un effet direct négatif sur ’intention de quitter et une des sources de
reconnaissance, (reconnaissance superviseur), a un effet négatif indirect sur le
roulement réel. Quant aux trois autres sources de reconnaissance, celles-ci n’ont pas
affichées de lien significatif avec ’intention de quitter, lorsque utilisées seules.
Néanmoins, leurs interactions se sont avérées significatives avec I’intention de
quitter. En ce qui a trait aux relations entre la reconnaissance et absentéisme, a
I’exception d’une faible corrélation entre la reconnaissance organisationnelle et
I’absentéisme, aucun lien significatif n’a été observé dans cette étude, ce qui nous
laisse croire que 1’absentéisme répond a une logique de retrait différente de celle du
roulement. Par conséquent, les résultats de notre étude suggérent que 1’absentéisme

et le roulement sont des phénomeénes bien différents.

Cette recherche sert de rappel aux entreprises qu’il ne faut surtout pas sous-estimer
les bénéfices qu’elles peuvent retirer des pratiques de reconnaissance non-monétaire.
Notre étude illustre clairement que la reconnaissance peut faire diminuer le roulement
volontaire et donc les organisations ont tout intérét a créer une culture de
reconnaissance dans leur milieu de travail. Il faut noter que notre étude s’est penchée
seulement sur les effets de la reconnaissance sur le roulement volontaire, mais selon
certains auteurs d’autres effets favorables peuvent naitre d’une culture de
reconnaissance dont, entre autres, la hausse de productivité, un meilleur climat de
travail, un accroissement de la performance et une diminution de stress (Nelson &

Spitzer, 2003).

Mots Clés: absentéisme, absences, roulement, intention de quitter, rétention,
reconnaissance non-monétaire, récompense, secteur de la santé, multifoci, médiation,

modérations, régression.
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INTRODUCTION

There are two things people want more than sex and money: recognition and praise
Mary Kay Ash, founder, Mary Kay

In the last few decades, withdrawal behaviours have become a serious problem for
organizations (Hemingway & Smith, 1999, p.285). According to Gupta and Jenkins,
employee withdrawal can be viewed as a “volitional response to perceived aversive
conditions, designed to increase the physical and/or psychological distance between
the employee and the organization” (Gupta & Jenkins, 1982, p.396). When defined
this way, many attitudes and behaviours such as estrangement, lateness, low
involvement, and presenteeism can be considered manifestations of withdrawal.
However, by far, the most studied withdrawal behaviours are absenteeism and
turnover (Gupta & Jenkins, 1982, p.396; Gupta & Beehr, 1978, p.74; Topchick, 2005,
p.59).

With regards to absenteeism, its rate has been rising steadily in the past decade, going
to 6.6 days per full-time employee in 2008-2009 which is the highest point since the
Conference Board of Canada began surveying employee absences 20 years ago—from
5.7 days in 2000-2001 (Ling, 2010, p.1). In fact, Canada’s absenteeism rate is higher
than the five days per employee reported by both the U.S. and the U.K. (Ling, 2010,
p.-1). But absenteeism rates seem to vary across industries (Mowday, Porter & Steers,
1982, p.76). Particularly, in the healthcare sector, absenteeism of front-line caregivers
is of an increasing concern and a costly problem for hospital employers (Davey,
Cummings, Newburn-Cook & Lo, 2009, p.312).The Canadian Institute of Health
Information (2005) reports that on average, healthcare professionals are 1.5 times
more likely to be absent from work because of illness or injury compared to other
occupations (Davey, Cummings, Newburn-Cook & Lo, 2009, p.313). In addition,
statistics show that on average, days lost per year for Canadian health professionals

range anywhere from 12 to 15 days. (Davey, Cummings, Newburn-Cook & Lo, 2009,



p.313). Also, Davey, Cummings, Newburn-Cook and Lo explain that a nurse that
makes $28 an hour, works 40 hours a week, and calls in sick six times in a year,
would cost the organization $1344.00 (Davey, Cummings, Newburn-Cook & Lo,
2009, p.313). Moreover, these same authors add that to replace a nurse at double
time, in case overtime rates for replacement are required, would cost the organization
$2688, with the total cost of $4032 (Davey, Cummings, Newburn-Cook & Lo, 2009,
p.313). Finally, to replace 50 caregivers who are absent six times in a year would
cost the organization approximately $201,600 (Davey, Cummings, Newburn-Cook &
Lo, 2009, p.313). Based on this information, it is not astonishing that authors such as
Taunton, Hope, Woods and Bott, declare that unscheduled absences of caregivers
contribute to decreased continuity and quality of patient care and strained

organizational budgets (Taunton, Hope, Woods & Bott, 1995, p.217).

With respect to turnover, the statistics are not more encouraging. The Bureau of
National Affairs and the Wall Street Journal (1998) place turnover in North America
ata 10-year high whereas the U.S. Bureau of Labour (2000) statistics point to the fact
that an average worker stays at his job less than three and a half years (Gostick
&Elton, 2001, p.16). In Canada, the annual turnover rate is around 14.8 percent
(Belcourt, Bohlander & Snell, 2008, p. 93). However, as with absenteeism, turnover
rates tend to differ from one economic sector to another. For example, in Canada,
turnover rate ranges from a low 6.7 percent in the transportation sector to a high of
35.9 percent in the retail sector (Belcourt, Bohlander & Snell, 2008, p. 93). In the
health care sector, organizations are facing unprecedented shortages of nurses,
physicians, specialists and other caregivers (Angermeier, Dunford, Boss, Boss &
Miller, 2009, p.4). According to a recent study, Canada will experience a shortage of
113,000 registered nurses by 2016 (Rondeau, Williams & Wagar, 2009, p739).
Furthermore, a 2001 study conducted in the United States, Canada, England and
Germany, showed that 22 percent of nurses planned to leave their job in the coming
year (Rondeau, Williams & Wagar, 2009, p.740). It seems clear that the turnover of

caregivers adversely impacts healthcare costs and the quality of care being given



(Rondeau, Williams & Wagar, 2009, p740). Typically, according to Hayes, O’Brien
Pallas and Duffield (2006), cited by Rondeau, Williams and Wager, financial

costs associated with replacing departing caregivers can range from $10,000 USD to
$ 60,000 USD per registered nurse depending on the nurse specialty (Rondeau,
Williams & Wagar, 2009, p.740). Other authors such as Strachota, Normandin, Clary,
O’Brien and Krukow (2003), also referenced by Rondeau, Williams and Wager, cite
a cost of $42,000 USD to replace a medical/surgical nurse and $64,000 USD to
replace a specialty nurse (Rondeau, Williams & Wagar, 2009, p.740).

So how do organizations go about solving personnel problems such as absenteeism
and turnover? For many, the solution lies in monetary compensation. According to
Half, money is and always has been a powerful retention tool (Half, 1996, p.14). The
logic here is that companies that place too many restrictions on salary and bonuses
risk losing good people who might otherwise stay if their current employer could
match the offers they have been receiving from competitors (Half, 1996, p.14). This
is why companies give employees what they say they want-large salaries, bonuses
and stock options (Gostick & Elton, 2001, p.12). In agreement with Half, Willis
(2000) claimed that compensation is the most critical issue when it comes to keeping
talents (Willis, 2000, p.20).For Parker and Wright (2000), this causes some
companies to provide compensation packages that are well above the market rate to
retain critical talents (Parker & Wright, 2000). There are even studies such as the one
realized by McShulskis in 1997 , cited by Appelbaum and Kamal, in which the latter
discovered that while 80 percent of employees rated their organization as the best
place to work, 40 percent would quit in order to obtain only marginally higher pay (
Appelbaum & Kamal ,2000,p.739).Likewise, Appelbaum and Kamal emphasize on
the fact that employers that do not analyse the indirect impact of negative employee
attitudes towards pay beyond the immediately observable effect to the bottom line,
suffer the consequences in the form of increased absenteeism and higher turnover
rates (Appelbaum & Kamal, 2000, p.739). Addressing withdrawal behaviour through

the use of financial rewards is prevalent in the healthcare sector. For example, when



physicians in a major metropolitan area in the Southeastern United States, were asked
for recommendations concerning specific improvements that could be made, nine out
of thirteen physicians stated that the hospitals needed to increase nurse satisfaction
via better salaries (Cangelosi, Markham & Bounds, 1998, p.2). Cangelosi, Markham
and Bounds note that for years, management including hospital boards, administrators
and physicians has always thought that the way to solve most personnel problems is

to throw more money at them (Cangelosi, Markham &Bounds, 1998, p.2).

There is no doubt that in order to successfully retain employees, companies should
offer them competitive pay and benefits (Gostick &Elton, 2001, p.13). Employees’
needs start with ensuring that salaries are sufficient in providing the basic necessities
for themselves and their families (Appelbaum &Kamal, 2000, p.758). Nonetheless,
for most of us, once we are able to meet our monthly expenses, our attention turns to
other factors that have much greater significance in our work lives (Nelson, 1996,
p.66). This same idea was expressed by Hart, the CEO of Rideau Inc. Hart stated that
“there is no doubt that employees want to be recognized for their work, and while
cash is always good, it’s not everything” (Holloway, 2006, p.1). Macdonald makes a
similar point when he states that regardless of the industry, employees have similar
needs, and they do not begin and end with salary and bonuses (Macdonald, 2003,
p.17). Hence, there is no reason to believe that this type of thinking cannot apply to
the caregiver population. In fact, in a study conducted by O’Donovan in 1983, cited
by Cangelosi ,Markham and Bounds, although compensation was a primary factor
affecting jéb satisfaction, few caregivers actually left their profession for this reason
only (Cangelosi, Markham & Bounds, 1998, p.5). Cangelosi, Markham and Bounds
assert that it is simply foolish for administrators to assume that by only paying
caregivers larger salaries, they will always retain the best personnel (Cangelosi,
Markham & Bounds, 1998, p.5). Their conviction is that by giving higher wages and
more benefits alone, the administrators will not be able to completely solve the
nursing shortage (Cangelosi, Markham & Bounds, 1998, p.5). McCoy also shares

these authors’ perspective. She does not believe that an increased pay alone can retain



a nurse either (McCoy, 2011, p.3). Furthermore, a research by Alpander (1990) and
Robins (1993), cited by Cangelosi, Markham and Bounds, indicated that after an
adequate level of income is attained, caregivers rank feelings about job related
matters, being treated as an integral part of the team and having responsibility for

work outcomes as equally important (Cangelosi, Markham & Bounds, 1998, p.2).

So if the use of monetary compensation to combat absenteeism and turnover is not
effective, what is? For many authors, the solution lies in nonmonetary recognition.
Gostick and Elton refef to it as “the missing piece in the puzzle of employee
retention” (Gostick &Elton 2001, p.7). According to the latter, recognition is the most
powerful strategy a company can employ to achieve better business results and retain
the best people (Gostick &Elton, 2001, p.16). This recognition can be both formal
such as employee of the month or top sales award programs, and informal such as
social recognition that includes acknowledgment, attention, praise, approval, a
genuine appreciation of work done from one individual or group to another and
performance feedback ( Peterson &Luthans,2006,p.275).The delivery of recognition
allows employees to realize that they are noticed whereas the feedback allows
employees to know how they are doing (Peterson & Luthans, 2006, p.275). A survey
conducted by the Society of Human Resource Management showed that while many
companies compete for the best employees with pay, promotions and other
enticements, 79% percent of employees who leave their jobs do so because of a lack
of recognition or appreciation (Gostick &Elton, 2010, p.24). Similarly, another
survey of executives conducted by Robert Half International confirmed the
importance of recognition in employee retention. The survey showed that the number
one reason employees leave organizations today is due to limited recognition and
praise for the work they do which was ranked higher than all other responses,
including inadequate compensation, limited authority, and personality conflicts
(Nelson & Spitzer, 2003, p.7). Likewise, some studies indicate that employees who
feel recognized are almost three times more likely to stay with their employer than

peers who feel unappreciated (Gostick & Elton, 2010, p.31).



Another interesting fact comes from a noted researcher Dr. Sullivan. According to the
latter, companies that recognize their employees will often have turnover rates of 4
percent or less (Gostick & Elton, 2001, p.85). A real-world example of the effects of
recognition on turnover is provided by Yaeger (1998), cited by Luthans (Luthans,
2000).In this particular situation, Dierbergs Markets implemented a formal
recognition and feedback program. As a result, turnover has almost been cut in half

over a six year period—from 50 percent to 28 percent (Luthans, 2000, p.35). The |
relationship between and absenteeism and recognition has also been well documented
in the literature. Nelson and Spitzer explain that when employees are thanked and
valued for the work that they do, they actually begin to look forward to coming to
work. Consequently, 'absenteeism declines (Nelson & Spitzer, 2003, p.xxiii). A real-
world example of the effects of recognition on absenteeism is provided by Boyle
(1996), cited by Luthans (Luthans, 2000). In this particular situation, Diamond
International Corporation, since formalizing their employee recognition program has

experienced a 48 percent decrease in absenteeism (Luthans, 2000, p.35).

In the healthcare sector, recognition for their work is also highly valued by caregivers
in terms of respect and rewards received for their job (Schalk, Bijl, Halfens, Hollands
& Cummings, 2010, p.3). Rad and De Moraes specify that recognition and respect are
highly important especially for employees who are in direct contact with patients,
patients’ relatives, peers and other healthcare team members (Rad & De Moraes,
2009, p.61). Coulter (1991), cited by Hurst, Croker and Bell, suggested that the
primary source of discontent in caregivers is lack of recognition (Hurst, Croker &
Bell, 1994, p.2). Also, Donovan (1980) noted that lack of individual recognition has
been ranked as one of the top ten most worrisome problems faced by the caregivers
(Donovan, 1980, p.27).The caregivers’ good work is often overlooked while
infrequent errors are remembered forever (Hurst, Croker & Bell, 1994, p.2). In fact,
close to thirty-eight percent of caregivers claim that lack of recognition constitutes a

crucial problem and almost 56 percent of caregivers claim that no feedback on



matters concerning them constitutes a crucial problem (Donovan, 1980, p.27). As
well, Cangelosi, Markham and Bounds mention the lack of recognition and status felt
by caregivers (Cangelosi, Markham &Bounds, 1998, p.6). Helmer and McKnight
(1989), cited by Cangelosi, Markham and Bounds, explain that this problem is
evident in the nurse/physician relationship. The problem ‘is that unfortunately, many
physicians still view nurses as subordinates and continue to give orders, without
considering a possibility of a give and take communication (Cangelosi, Markham
&Bounds, 1998, p.6). A more concrete example of the effects of recognition on
turnover in the health industry comes from Detroit area Mount Clemens General
Hospital. After implementing a recognition program that awarded employees with a
Strength of Purpose Award for superior patient care that dembnstrated compassion,
one of the hospital’s core values, the hospital saw their employee turnover rate cut in
half and bed vacancy rate become among the lowest in the region (Gostick &Elton,

2010, p.66).

Overall, there is a plethora of theoretical articles and books on the positive effects of
recognition on both turnover and absenteeism, demonstrating that recognition
contributes to the reduction of these more often than not undesirable phenomena.
These include articles and books by St-Onge, Haines, Rousseau and Lagassé, 2005;
Laval, 2008; Nelson and Spitzer, 2003; Gostick and Elton, 2001, 2010; Luthans,
2000; Brun and Cooper, 2009 among others. Yet, when it comes to finding empirical
articles investigating the relationship between recognition, absenteeism and turnover,
these appear to be much rarer in occurrence. In fact, there are almost no studies that
test the association between recognition and turnover. One such study, cited by
Muchinsky and Tuttle, was realized by Ross and Zander in 1957 (Muchinsky &
Tuttle, 1979, p. 58). The findings were that workers who terminated their
employment perceived themselves as receiving less feedback and recognition than
those employees who remained with the company (Muchinsky & Tuttle, 1979, p. 58).
Likewise, in another study conducted by General Electric in 1964, researchers

matched a sample of engineers who quit their jobs with a sample of engineers who



remained on the job with each matched pair having had the same manager. The
results showed that engineers who left their job had significantly more negative
attitudes regarding the amount of feedback they received from their manager
(Muchinsky & Tuttle, 1979, p. 58). At last, there is a much more recent study by Ali
and Baloch that did not test the direct effect of recognition on turnover, but rather the
effect of recognition on turnover intentions. In this study, the authors found a
negative relationship between recognition and turnover intentions (Ali & Baloch,
2010). If studies linking recognition to turnover were difficult to find, studies relating
recognition to absenteeism are virtually non-existent. In general, according to
Mowday, Porter and Steers, most research into withdrawal behaviour has focused on
employee turnover and has treated absenteeism with only subsidiary interest

(Mowday, Porter & Steers, 1982, p.78).

Although, from the above explanations, it becomes evident that there is a severe lack
of empirical studies on the influence of recognition on absenteeism and turnover, in
the literature review of turnover and absenteeism models, one variable seems to stand
out as one of the most consistent predictors of turnover and somewhat less consistent
predictors of absenteeism. This variable is turnover intention or intention to stay. The
terms turnover intention and intention to stay are often used interchangeably, for
example, Mobley (1977). For the sake of parsimony, the intention to quit and the
intention to stay will be considered as the opposites of the same coin. And although it
was pointed out by Flowers and Hughes that the reasons for staying may not be
simply the opposite of reasons for leaving, this distinction does not seem to be

relevant for the purpose of this study (Flowers & Hughes, 1973, p.49-50).

There are many studies that point to the existence of a direct path between turnover
and turnover intention. These include studies by Mobley, Horner and Hollingsworth,
1978; Carraher and Buckley, 2008; Saks, Mudrack and Ashforth, 2011; Hom,
Katerberg and Hulin, 1979; Price and Mueller, 1981; Kraut, 1975.Evidence from

these studies supports the existence of a direct relationship between intentions to quit



and quitting. The studies indicate that intention to stay has a direct negative influence
on turnover. Put differently, turnover intention has a direct positive impact on
turnover. The evidence seems to be so strong that Bowen came to a conclusion that;
“efforts to expand existing knowledge of the withdrawal process by establishing a tie
between employees intending to quit and employees quitting have been successful”
(Bowen, 1982, p.205). However, evidence concerning the relationship between
turnover intention and absenteeism is not as decisive. Despite Iverson and Deery’s
(2001) claim that absenteeism is shown to be positively linked to turnover intention,
cited by Cross and Travaglione, and Taunton, Hope, Wood and Botts’ (1995)
statement that absenteeism and turnover are affected by some of the same variables,
not all studies point to an existence of a relationship between turnover intention and
absenteeism (Cross & Travaglione, 2004, p.278; Taunton, Hope, Woods & Bott,
1995, p.218). For example, a study realized in 1989 by Taunton, Krampitz and
Woods found a correlation between intention to stay and absence spells whereas
another study conducted by Carraher and Buckley in 2008, found that intentions to
quit were related to actual turnover, but not to absenteeism (Taunton, Krampitz &
Woods, 1989; Carraher & Buckley, 2008). Finally, Price and Mueller also reported
finding no support for the application of their turnover model to absenteeism (Price &

Mueller, 1986, p.205).

Another weakness in the recognition literature is that most authors treat recognition in
general and seem to ignore the fact that recognition can emanate from different
sources. For example, an employee can be recognized by his/her immediate
supervisor, coworkers or clients (Tremblay & Simard, 2006, p.107). St-Onge, Haines,
Rousseau and Lagassé also point to the fact that reco gnition should stem from various
sources such as immediate supervisors, work colleagues, subordinates, internal and
external clients as well as upper management (St-Onge, Haines, Rousseau & Lagassé,
2005, p.91). In the scientific literature, when researchers study different behavioural
targets, it is generally referred to as the multifoci approach. The essence of this

approach is that employees maintain distinct perceptions about, and direct different
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attitudes and behaviours towards multiple foci such as the organization, supervisors,
and coworkers (Lavelle, Rupp & Brockner, 2007, p.841). Basically, what this means
is that hypothetically it is possible that an employee feels that he /she is recognized
by one of the possible sources of recognition, but not the other and thus the behaviour
that the employee will exhibit towards the two sources of recognition will
consequently differ. The multifoci approach has already been used in organizational
justice, and social exchange literatures, but to our knowledge, to this day there have
been very few empirical studies that applied the multifoci approach to the study of
recognition (Lavelle, Rupp & Brockner, 2007, Becker, 1992; Morin, Morizot,
Boudrias & Madore, 2011). One such study is a qualitative study realized by Bédard,
Giroux and Morin in 2002, where healthcare employees rated different sources of
recognition in the following order of importance starting from the most important and
ending with the least important source: hierarchical supervisor, work colleagues,
subordinates, general public, regional office and the health minister (Bédard, Giroux
& Morin, 2002, p. 24). Lavelle, Rupp and Brockner actually encourage other
researchers to continue the recent trend of integrating multifoci perspectives across
relevant organizational behaviour constructs to provide a more complete
representation of the employee experience at work (Lavelle, Rupp & Bfockner, 2007,
p. 841).

As it was explained in the previous paragraph, it is clear that there could be multiple
sources of recognition, but which ones are the most relevant to healthcare employees?
Reichers (1985),cited by Becker, argued that top managers, supervisors and
coworkers are generally the most important foci for employees (Becker, 1992, p. 3).
Gostick and Elton also thought that recognition is best to be received from immediate
supervisors and coworkers (Gostick & Elton, 2001, p. 40). In addition, several other
authors seem to be in agreement with Reichers (1985), and Elton and Gostick (2001).
For example, McCoy noted that for caregivers, recognition by supervisors and peers
has a significant impact on retention (McCoy, 2011, p. 3). Similarly, Hurst, Croker,

and Bell claim that for caregivers, to be recognized by one’s peers is the highest
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compliment one can receive (Hurst, Croker, & Bell, 1994, p. 3). Likewise, for Lacey,
recognition is the most powerful when it comes from the boss (Lacey, 1994, p. 2). At
last, in the study by Bédard, Giroux and Morin mentioned earlier, hierarchical
supervisor was ranked as the most important source of recognition (Bédard, Giroux &
Morin, 2002, p. 24). Three other sources of recognition that will be included in this
study are customers which in the hospital setting are the equivalent of patients, the
organization, meaning the hospital itself and physicians, meaning medical doctors. It
seems only logical that caregivers would care about being recognized by their
patients for the hard work they do. This is exactly the point made by Ashley,
Kernicki, Kirksey and Franklin when they state that all employees seek some kind of
fulfillment, but caregivers in particular appreciate a positive response from patients

they care for so tirelessly (Ashley, Kernicki, Kirksey &Franklin, 2011, p. 2).

As far as the organization foci is concerned, the latter will be included because it was
considered as relevant in the organizational justice and social exchange literatures.
There does not seem to be any reason to believe that the organization should not
constitute pertinent foci of recognition in the healthcare context. In fact, it is not
impossible that all type of formal recognition programs such as employee-of-the-
month programs, years-of service awards or attendance rewards will be interpreted by
the caregivers as having the organization as a recognition source because after all, it
is the organization that is usually in charge of putting these programs into place.
According to Bourcier and Palobart,at the organizational level, the concern with
recognizing employees is generally expressed through policies and programs that
confirm the intentions of the organization to recognize the work realized by its’
members (Bourcier & Palobart, 1997). Lastly, physicians also represent pertinent
recognition foci for caregivers. According to Cangelosi, Markham and Bounds,
caregivers find themselves frustrated with their efforts to use their skills and abilities
when they cannot effectively communicate with the physicians (Cangelosi, Markham
& Bounds, 1998, p.6). These authors firmly believe that hospitals that do not create

an environment that recognizes the importance of consultation with professional



12

caregivers in patient care decisions will most likely experience higher turnover rates
(Cangelosi, Markham & Bounds, 1998, p.6).

Research Objectives and Research Question

The objectives of this research will be to investigate the relationship between various
recognition foci and withdrawal behaviours. Recognition foci will include recognition
from the organization, supervisor, coworkers, patients and physicians. Withdrawal
behaviours will include turnover and absenteeism, with turnover intention mediating
the relationship between recognition foci, absenteeism and turnover, and absenteeism
mediating the relationship between turnover intention and turnover. This research is
specifically concerned with the influence of recognition on withdrawal behaviours

with the question formulated as follows:

What are the effects of nonmonetary recognition on the turnover intentions,

absenteeism and turnover of caregivers in a hospital?

Potential Research Contributions

We believe that this study can make an imiaortant contribution to the current state of
knowledge because it will empirically test the alleged relationship between
recognition and absenteeism, with turnover intention mediating the relationship
between these two variables. Because most articles that claim an existence of a
positive effect of recognition on absenteeism are theoretical, an empirical study of the
phenomena is definitely warranted. Likewise, since the link between turnover
intention and absenteeism is equally highly controversial, this study will provide
some clarification on this relationship as well. Also, it is one of the few studies that
will test the association between recognition and turnover, once again with turnover
intention mediating the relationship between the two variables. As it was previously
mentioned, most of the sfudies related to recognition and turnover do not directly test
the relationship between these two variables, but rather focus on the relationship
between recognition and turnover intention. In the same time, it will be a

confirmatory study of an already well established relationship between turnover and
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turnover intentions. Finally, it is one of the rare studies that use a multifoci approach
to study recognition. Moreover, this study potentially can also make some valuable
practical contributions. In order to keep their best employees, many organizations
offer special pay premiums, stock options, bonuses, but nothing seems to hold the
employees (Chew & Chan, 2008, p.4; Gostick &Elton 2001, p.7). Some companies
still suffer 20 to 30 percent turnover per year and they are now looking to human
resources for answers (Gostick & Elton, 2001, p.12; Gostick & Elton, 2001, p.7).
Disturbingly, recognition is still often perceived as a non;essential practice that
generates no significant benefit to the organization (Appelbaum & Kamal, 2000,
p739). This study is a reminder to human resource practitioners and hospital
administrators not to underestimate the power of nonmonetary recognition. Often
overlooked, nonmonetary recognition can be very effective and efficient because it
does not cost much, is available for everyone to use and no one gets too much of it
(Luthans, 2000, p.33). In fact, according to Stajkovic and Luthans, social recognition
costs the organization financially much less while promising similar results
(Stajkovic and Luthans, 2003, p.163). Considering the fact that the healthcare system
continues to be plagued by absenteeism and recurrent shortages of caregivers, this
study may just give reason to hospital administrators to pay a much closer attention to
nonmonetary recognition because it may just turn out to be the missing link in
helping them face the absenteeism and turnover challenges (Sanders & Davey, 2010,
p.30; Barton, 2002, p.viii). Besides, some recognition foci may surface as more
relevant than others in predicting caregiver absenteeism and turnover. This
information will enable the hospital administrators to gain a better understanding of
the dynamics of the withdrawal behaviour and hence will make them better equipped
to fight against it.

Plan of the Research Project
This research project will consist of five chapters. In the first chapter, we will present
a literature review of the theories and concepts relevant to this study as well as the

proposed relationships between them. In the second chapter, we will present our
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research model, our research hypotheses and both empirical and theoretical
arguments in support of these hypotheses. In the third chapter, we will present the
methodological choices that we have made in order to adequately answer our research
question. More specifically, this chapter will include the research design, the data
collection methods, sample information, the measuring instruments and the statistical
analyses used. In the fourth chapter, we will present the results obtained from the
statistical analyses with some of the hypotheses confirmed while others invalidated.
The fifth and last chapter of this research project will contain a discussion of the
study results followed by study contributions; limitations as well as potential future

research avenues.
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CHAPTER 1

LITERATURE REVIEW
1.1 Withdrawal Process

As it was presented in the introduction, withdrawal phenomena have been the subject
of much research and thought because they represent important organizational
problems. In general, withdrawal is a form of alienation from an organization (Burke
& Wilcox, 1972, p.639). To a large extent, it can be characterized as an escape
response to noxious organizational conditions (Gupta &Jenkins, 1983, p.63).
Employees’ withdrawal intentions comprise of several distinctive and yet related
constructs such as thinking of quitting, intention to search and intention to quit, which
have been widely studied in relation to withdrawal behaviour such as absenteeism
and turnover (Carmeli, 2005, p.4).Similarly to Gupta and Jenkins, other authors such
as Rosse and Hulin define withdrawal behaviour broadly as “actions intended to place
physical or psychological remoteness between employees and their workplace”, a
definition which implies that besides the traditional variables of turnover and
absenteeism, employee withdrawal behaviour encompasses behaviours such as low
involvement, tardiness and presenteeism. This research study will only pertain to the
former behaviours (Rosse & Hulin, 1985, p.325). Undoubtedly, psychological
withdrawals such as absenteeism from the job in mind and in spirit, or attrition in
place thrdugh indifference, constitute extremely important preoccupations for
organizations (Hinrichs, 1980, p.1).However, based on the fact that the healthcare
sector is now facing a significant problem with turnover and absenteeism, for
example, according to authors such as Schalk, Bijl, Hollands and Cummings the
healthcare system in Canada has increasingly received attention due to high
absenteeism, and shortages of caregivers, this research project will not directly deal
with psychological withdrawal. Instead, it will deal with physical withdrawal only
(Schalk, Bijl, Halfens, Hollands & Cummings, 2010, p.1; Hemingway & Smith,
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1999, p.285). Hence, the definition of withdrawal behaviour that will be retained for
the purpose of this study is actions intended to place physical distance between
employees and the organization (Gupta & Jenkins, 1982, p.396; Carmeli, 2005, p.4).

1.1.1 Turnover Intention

Turnover intentions have been often integrated with models designed to summarize
the withdrawal process (Steel & Ovalle, 1984, p.673). Turnover intention is an
individual’s perception of the likelihood of discontinuing membership in an
organization (Mueller & Price, 1986, p.17).1t has been operationalized by aggregating
responses to items asking about: thinking of quitting,-desirability of quitting and
likelihood of quitting one’s current job (Blau, 1998, p.442). This operationalization is
somewhat consistent with the scale measures used by Mobley in his 1977 turnover
model. According to Mobley, cognitions consist of a number of items that include
thoughts of quitting, intention to search and quit intentions. For this author, in the
withdrawal process, thinking of quitting is the next logical step after experienced
dissatisfaction,and turnover intention, following many other steps which include
intention to search. Turnover intention may be the last step prior to actual quitting
(Mobley, 1977, p.237-238). The desirability of quitting one’s job does not seem to be
part of the withdrawal cognitions advocated by Mobley.In fact, according to Lee and
Mitchell, desirability of quitting, first identified by Barnard (1938), Simon (1945) and
- March and Simon (1958) as one of the main antecedents to voluntary turnover, back
then referred to as desirability of movement, over time has been essentially equated
with job satisfaction (Lee &Mitchell, 1994, p.52).In addition, Hom and Griffeth
(1991) assessed some of the same constructs of withdrawal intention as Mobley
(1977).These authors argued that withdrawal cognitions consist of three items:
thinking of quitting, intent to search and intent to quit (Hom & Griffeth, 1991, p.352).
For Hom and Griffeth, desirability of quitting one’s job is not part of the withdrawal
cognitions construct either. For the latter, desirability of quitting seems more related

to attitude toward quitting which is part of the expected utility of the withdrawal
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construct (Hom & Griffeth,1991,p.352).Also,in their study of withdrawal behaviours,
Falkenburg and Schyns, split turnover intention into several stages that included
thinking about quitting, intention to search for another job and intention to quit
(Falkenburg & Schyns, 2007, p.713).Similarly, Mobley, Horner and Hollingsworth,
in their study of employee turnover, and Carraher and Buckley in their study of
behavioural intentions and their relationship to absenteeism, performance and
turnover, measured the same withdrawal cognitions of thinking of quitting, intention
to search and intention to quit (Mobley, Homer & Hollingsworth, 1978, p.410;
Caraher & Buckley, 2008, p.95-96). Clearly, these cognitions and intentions follow
directly from withdrawal models and are hypothesized as precursors of withdrawal
behaviour (Roznowsky & Hanisch, 1990, p.368). However, what is less clear is the
sequence of these cognitions and intentions. For example, for some, Hom, Griffeth
and Sellaro (1984) the intention to stay or quit directly predicts actual quitting (Lee
&Mitchell, 1994, p.54). For others, Mobley (1977) the intention to stay or quit
activates a search for alternatives, which in turn, predicts eventual quitting (Lee
&Mitchell, 1994, p.54).Thus, withdrawal intentions are acknowledged as a strong
predictor of an employee’s actual behaviour (Carmeli, 2005, p.4). But despite the
expected positive relationship to turnover, a distinction should be made between
withdrawal intentions and withdrawal behaviour (Carmeli, 2005, p.4). In other words,
turnover intent does not equal actual turnover behaviour (Blau, 1998, p.443).
Turnover act, namely the departure from the organization, is a time specific event
marked by physical separation from the organization whereas turnover intention
according to Arnold and Feldman is a final cognitive variable that immediately
precedes and has a direct impact on turnover (Carmeli, 2005, p.5; Arnold &Feldman,
1982, p.353). In addition, a further distinction should be made with regards to
withdrawal intentions.The literature has recognized the difference between
withdrawal intentions from the organization, withdrawal intentions from an
occupation, and withdrawal intentions from a job (Carmeli, 2005, p.4-5). Cohen
conducted a study in 1993, where he examined these three withdrawal intentions

(Cohen, 1993). He suggested that different types of work commitment would be
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associated differently with different types of withdrawal intentions (Carmeli, 2005,
p.5). However, his findings were inconsistent. Cohen found that job commitment was
the strongest predictor of job withdrawal intentions, but occupational commitment
was not significantly related to occupational withdrawal intentions (Cohen, 1993, p.
82).Withdrawa1 intention from the organization is usually defined as an employee’s
own subjective assessment that he/she will be leaving his/her organization in the near
future. Withdrawal intention from the job is usually defined as an employee’s own
subjective assessment that he/she will be leaving his/her current job in the near future
and finally, the occupation’s withdrawal intention is usually defined as an employee’s
own subjective assessment that he/she will be leaving his/her current occupation in
the near future (Carmeli, 2005, p. 5). As well, it is pertinent to point out that intention
to leave his/her occupation is a much more difficult decision than leaving the
organization because an individual may make a decision to leave an organization yet
stay in his/her occupation. Likewise, the intention to leave a job is a much easier
decision than leaving an organization because an employee may ask to leave his/her

current job, but wish to remain in the organization (Carmeli, 2005, p. 5).

In the end, as mentioned previously, even though there are some researchers such as
Blau (1993),Kirschenbaum and Weisberg (1994) among others that claim that
turnover intent may not be the most immediate antecedent to actual turnover with job
search being a more proximal predictor, in the last thirty years a veritable explosion
of intent—turnover research has taken place : Hom, Katergberg, and Hulin, 1979;
Kraut, 1975; Mobley, Horner and Hollingswort, 1978; Caraher and Buckle, (2008);
Taunton, Krampitz and Woods,1989; Price and Mueller,1986; Parasuraman, 1989;
Sacks, Mudrack and Ashworth, 2011.The main impetus behind these studies of
behavioural intentions stems in part from theoretical arguments that have singled
them out as the most direct and immediate cognitive antecedents of overt behaviour
(Steel &Ovalle, 1984, p. 673). More specifically, implicit in many of these research
studies is the belief that turnover intention is the single best predictor of turnover

(Steel & Ovalle, 1984, p. 673). Therefore, as in most other conceptualisations of
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turnover, in this study turnover intention will be treated as the final cognitive variable
preceding withdrawal behaviour (Arnold &Feldman, 1982, p. 353).To conclude,
among the three forms of withdrawal intentions discussed earlier, this research study

will focus on withdrawal intentions from the organization.

1.1.2 Absenteeism

While some researchers, such as Porter and Steers, state that absenteeism is a clear-
cut act, the literature review allowed us to conclude that this withdrawal behaviour is
anything but clear-cut (Porter & Steers, 1973, p. 151). Absenteeism has been defined
in many different ways (Gupta & Jenkins, 1982, p. 395). In fact, absenteeism is a
particularly ambiguous concept and this ambiguity has clouded the exact meaning of
many studies that inves;tigated the relationship between absenteeism and other
variables (Muchinsky, 1977, p. 317). Wolpin and Burke note that absenteeism has
long been recognized as a problematic criterion (Wolpin & Burke, 1985, p. 58).
According to these authors, disagreements over operational definitions of
absenteeism are well documented (Wolpin & Burke, 1985, p. 58). A commonly used
definition characterizes absenteeism as “a failure of workers to report on the job
when they are scheduled to work” (Gupta & Jenkins, 1982, p. 396). Absenteeism can
be further subdivided into voluntary absenteeism which refers to absenteeism that is
under employee’s control and involuntary absenteeism which refers to absenteeism
that is not under employee’s control (Gupta & Jenkins, 1982, p. 396). The former is
avoidable whereas the latter is unavoidable. For Kanungo and Mendonca, involuntary
or unavoidable absences include absences cauéed by illness and accidents, by the
necessity to attend to family obligations or by the unavailability of transportation

(Kanungo & Mendonca, 1997, p. 161).

The categorization proposed in the previous paragraph is paralleled to the B-type and
A-type absences discussed by Chadwick-Jones, Brown and Nicholson (1973).

Chadwick-Jones, Brown and Nicholson classify individual absence from work as
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either A-type which refers to absence from work that is unavoidable or B-type which
refers to absence from work that involves some exercise of individual choice-
voluntary absence (Chadwick-Jones, Brown & Nicholson,1973, p. 75). These authors
explain that in terms of the work contract, A-type absences are legitimate and are
justified by definitions of necessity (Chadwick-Jones, Brown & Nicholson, 1973, p.
75). For Chadwick-Jones, Brown and Nicholson, the determinants of the A-type
- behaviours may be extra-organizational such as; disabling and infectious ailments,
bereavements or serious illness in the immediate family, and social duties such as
jury service or they may be internal such as; industrial accidents, strikes or
suspensions (Chadwick-Jones, Brown & Nicholson, 1973, p. 75). As for the B-type
absences, they are those seen to lack imperative personal or situational justification
and which allow for the exercise of individual choice and decision (Chadwick-Jones,
Brown & Nicholson, 1973, p. 75). According to Chadwick-Jones, Brown and
Nicholson, the principal difference between A-type and B-type absence lies in the
nature of the cause (Chadwick-Jones, Brown & Nicholson, 1973, p. 75). Causes of A-
type are explicit, such as sickness, epidemics, industrial disputes whereas causes of
B-type are implicit such as norms and individual choices (Chadwick-Jones, Brown &

Nicholson, 1973, p. 75).

Moreover, some researchers differentiated between excused absenteeism and
unexcused absenteeism, but unfortunately without any real effort to actually define
these concepts (Adler & Golan, 1981). However, it does seem that excused
absenteeism is conceptually closer to involuntary, unavoidable or A-type absences
whereas the unexcused absenteeism is conceptually closer to voluntary, avoidable or

B-type absences.

After reviewing a number of studies on absenteeism, Lyons described absenteeism
research as representing a hodgepodge of conceptually and operationally differing
definitions (Lyons, 1972, p. 278). His findings were that some of the studies used

total absences, some differentiated types of absenteeism such as unexcused, excused ,
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sickness, and so on and many did not specify which type of absenteeism was used
(Lyons, 1972, p. 278). About sixty years ago Kerr et al. (1951) cited by Muchinsky,
drew a similar conclusion in lamenting a major finding in their own study. For these
authors, the most disconcerting result of absenteeism research is the discovery that
absenteeism is such a non-unitary variable that certain types of absenteeism are
completely unrelated to certain other types (Muchinsky, 1977, p. 335). If we follow
this logic, it is reasonable to hypothesize that many of the conflicting and
contradictory findings reported about absenteeism are in part attributable to the ill-

defined concept of absenteeism (Muchinsky, 1977, p. 317).

Considering the fact that the ultimate objectives of most social science research are
the prediction and control of behaviour and these behaviours are those under the
direct control of individuals, in the context of absenteeism, only voluntary
absenteeism seems relevant (Gupta & Jenkins, 1982, p.399). And even if it is known
that distinguishing between avoidable and unavoidable absenteeism is not always an
easy task, this research will focus on B-type, voluntary, absenteeism only (Porter &
,Stéers, 1973, p.151). In fact, one practical way to distinguish between voluntary and
involuntary absence is to assess the frequency and duration of absence/sick days.
Research has shown consistently that frequency and duration measures provide a
reasonable index of voluntary absenteeism. (Davey, Cummings, Newburn-Cook &
Lo, 2009, p.313) For example, Gibson (1966) cited by Chadwick —Jones, Nicholson
and Brown claimed that one—-day absences are almost entirely voluntary non-sickness
absences (Chadwick-Jones, Nicholson & Brown, 1982, p.58). According to the latter,

the shorter the absence, the more likely it is to be B-type or voluntary (Chadwick- |
Jones, Nicholson & Brown, 1973, p. 76). In agreement with Gibson, Taunton, Hope,
Woods and Bott argue that short-term absence is generally viewed as a purer measure
of voluntary, avoidable absence (Taunton, Hope, Woods & Bott, 1995, p. 218).
Likewise, Froggatt (1970) also cited by Chadwick-Jones, Nicholson and Brown,

using multiple regression techniques, showed that one-day absences correlated with
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the number of two-day absences, but never with longer term sickness (over three
days’ duration). In the same time, another finding in Froggatt’s study was that two-
day absences, not only correlated with the number of one-day absences, but with
longer term sickness as well. Thus, the results of this study seem to indicate that one-
day absences are more strictly voluntary whereas two-day absences have a greater
sickness component (Chadwick-Jones, Nicholson & Brown, 1982, p. 58).Single days
and frequency are the most recommended measures of voluntary absenteeism, the
idea being that most involuntary absenteeism, since it often lasts for a period of days,
is excluded by this measure (Price, 1986, p. 47). To sum up, levels of short —term
absences for an organization are more likely to be valid indicators of chosen
absenteeism whereas long-term absences are more likely to be valid indicators of
absenteeism that is not chosen (Chadwick-Jones, Nicholson & Brown, 1982, p. 58).
The following definition of absenteeism will be retained for the purpose of this study:
“A failure to appear for a scheduled workday” (Taunton, Krampitz & Woods, 1989,
p.14). Simply stated, absenteeism occurs when an employee does not show up to
work when he or she was expected to be present (Brooke, 1986, p- 349). This
definition seems appropriate because it clearly distinguishes absenteeism from other
forms of nonattendance such as vacations or temporary duties which are arranged in

advance (Brooke, 1986, p. 349).

1.1.3 Turnover Intention and Absenteeism: Theory and Empirical Evidence

The existing data on the relationship between turnover intention and absenteeism is
too inconsistent to be able to draw any firm conclusions (Mueller & Price, 1986, p.
17). For example, in two studies by Taunton et al. 1989 and Taunton et al. 1995,
discussed earlier, intent to stay was negatively and significantly related to
absenteeism (Taunton, Krampitz & Woods, 1989, p. 17; Taunton, Hope, Woods &
Bott, 1995, p. 223). Conversely, in another study realized by Carraher and Buckley,
also mentioned before, intentions to quit were not a significant predictor of

absenteeism (Carraher & Buckley, 2008, p. 101). In addition, when Price and Mueller



23

tested the relationship between turnover intention and absenteeism, they did not find
any relationship between these two variables when single-days absent was the

dependant variable (Mueller & Price, 1986, p. 158).

Faced with inconclusive evidence concerning the relationship between turnover
intention and absenteeism, authors such as Bowen, attempted to provide some clarity
on this particular subject. According to the latter, there are two conditions under
which we can expect a strong correlation between turnover intention and
absenteeism. The first is that absenteeism and quitting should serve a common
purpose for employees, and the second is that employees should have control over
their absenteeism (Bowen, 1982, p. 207). Bowen explains that the importance of
intention to quit and absenteeism correlation follows from Lock’s (1968) point that
behavioural consequences of an intention are ordinarily the ones intended or are
correlated with those intended (Bowen, 1982, p. 207). Mobley also suggests several
situations where absenteeism and quitting would be expected to be correlated because

they would represent a common withdrawal process (Mobley, 1982, p. 115).

Mobley saw this as the most probable when: the consequences of absenteeism and
quitting have the same commonality, such as when absenteeism represents avoidance
of a dissatisfying or stressful job and alternative jobs are available or when an
employee is absent to engage in a job search (Mobley, 1982, p. 115). For Bowen,
these situations and especially the latter two could describe employees that intend to
leave the organization, are unable to obtain an attractive job, but continue to job
search. Put differently, although the employee intends to quit, absenteeism is an
unintended consequence and therefore a strong correlation between turnover intention
and absenteeism is to be expected (Bowen, 1982, p. 207). Fishbein model provides
another basis for predicting absenteeism from intention to quit in situations in which
absenteeism and turnover can be expected to be correlated (Fishbein &Ajzen, 1975).
These situations, for example, one in which absenteeism is a response to

unsatisfactory conditions of organizational life, present a view of absenteeism as a



precursor of quitting on the withdrawal behaviour continuum (Burke &Wilcox, 1972,
p. 639). In fact, most of the theoretical literature, with the exception of Clegg (1983)
who argued that the generalized notion of withdrawal is misleading and called for a
redirection of research in this area both though methodological improvements and
theoretical innovation, contends that before individuals leave the organization, they
progress through series of stages of behavioural withdrawal (Farrel & Peterson, 1984,
p. 682; Clegg, 1983, p. 88). For example, Hertzberg, Mausner, Peterson and Capwell
(1957), cited by Lyons, asserted that absence is a miniature version of the important
decision that a worker makes when he/she quits his/her job (Lyons, 1972, p. 271).
This position is most clearly stated by Melbin (1961), cited by Farrel and Peterson:
“leaving a job is the outcome of a chain of experiences building up to the final
break... events on smaller scale may be signs of coming departure ...high absenteeism
appears to be an earlier sign, and turnover the dying state of a lively process of
leaving” (Farrel and Peterson, 1984). When absent, it is as if the employee is quitting
for a day. Given this view of “functional equivalence” between absenteeism and
turnover, the Fishbein model supports predicting absenteeism from intention to quit
,because the model predicts actual behaviour from intended behaviour based largely

on the level of correspondence between the two (Bowen, 1982, p. 207).

As. mentioned beforehand, one of the conditions for an existence of a positive
relationship between turnover intention and absenteeism is that the employees must
have control over their absenteeism. Usually, employees’ control over their
absenteeism will be influenced by whether or not their employer has strong penalties
for being absent such as a loss of pay or poor performance reviews. When confronted
with such penalties, employees may decide that they are simply unable to be absent,
despite the fact that they have intentions to withdraw from the job. The role played by
the employees’ ability to control absenteeism in affecting the relationship between
turnover intention and absenteeism is most evident in the extreme case in which
employees decide that they are entirely unable to be absent. Evidently, it is clear that

if a highly constrained situation results in no absenteeism, there will be no
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relationship between intention to quit and absenteeism (Bowen, 1982, p. 207).
Kanungo and Mendonca seem to agree with this particular point of view. For these
authors, sanctions for absenteeism can definitely serve to reduce voluntary absences
(Kanungo & Mendonca 1997, p. 159). In addition, empirical studies by Herman
(1973) and Smith (1977), cited by Bowen, confirm that the constraints of employees’
situation can influence the strength of the relationship between job attitudes and

absenteeism (Bowen, 1982, p. 207).

On the other hand, of the twenty two studies cited by Porter and Steers that examined
the influences on both turnover and absenteeism ,only six found significant
relationships in the same direction between factors under study and both turnover and
absenteeism (Porter & Steers,1973). This finding is not that surprising because there
are a variety of conditions under which observable relationships between turnover
and absenteeism, in a correlational sense, would not be expected. These situations
occur when turnover is a function of the positive attraction of an alternative job rather
than an escape, avoidance, or withdrawal from an unsatisfying or stressful current
job; when absenteeism is a function of the need to attend to nonjob role demands, for
example parents or sports; when the consequences of quitting relative to the
consequences of being absent have little in common; when absenteeism or turnover is
constrained, for example, a monetarily enforced absenteeism control policy and no
job alternatives, respectively; when absenteeism or turnover is a spontaneous or
impulsive act; and other (Mobley,1982, p. 114). It is only logical that these findings
led some authors to the conclusion that only under a rather limited subset of
conditions absenteeism and turnover represent a common withdrawal process

(Mobley, 1982, p.114).

1.1.4 Turnover

As it was the case with absenteeism, turnover is also fraught with definition problems

(Gupta & Jenkins, 1982, p.396). For example, the U.S. Department of Labour depicts
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turnover as the “gross movement of workers in and out of employment status with
respect to individual firms” whereas Gupta and Jenkins, define turnover as “the
movement of workers out of employment status with an organization” (Gupta &
Jenkins, 1982, p. 396). In other words, for Gupta and Jenkins, in comparison to the
U.S. Department of Labour, interest in turnover, is confined to movement out of
firms. Similarly, Mobley and al. cited by Campion stated that although turnover is
often thought of as a clean objective criterion, there is a need for greater attention to
the criterion problem in turnover research (Campion, 1991, p. 199). Furthermore,
turnover can be classified into voluhtary or involuntary turnover (Gupta & Jenkins,
1982, p.396). Once again, as with absenteeism, in order to distinguish between the
two types of turnover, the exercise of choice is critical (Price & Mueller, 1986, p. 2).
Voluntary turnover is usually initiated by the employee whereas the involuntary
turnover is usually initiated by the employer. Quits are the most common types of
voluntary separations, while layoffs, dismissals and deaths are instances of
involuntary separations (Price & Mueller, 1986, p. 3). In more simple terms, the
difference between voluntary and involuntary turnover is that involuntary turnover
refers t(; the case when an employee does not want to quit and he or she is terminated
(Ali & Balock, 2010, p. 17).Voluntary turnover, on the other hand, refers to the case
when an organization does not want an employee to quit and he or she does (Ali &
Balock, 2010, p. 17).Moreover, among voluntary quits, it is possible to further
discern between functional and dysfunctional turnover. Functional turnover
represents the exit of substandard performers whereas dysfunctional turnover
represents the exit of effective performers. Only‘ the latter type of resignations is a

disadvantage for the employers (Griffeth & Hom, 2001, p. 6).

Dysfunctional turnover can also be categorized into either avoidable or unavoidable.
In general, voluntary turnover is avoidable while involuntary turnover is unavoidable.
According to Blau, the unavoidable-avoidable turnover distinction asks if the
organization could have prevented the employee’s leaving (Blau, 1998, p. 442).

According to Hom and Griffeth, unavoidable quits represent those employee
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separations that employers cannot control, such as terminations due to childbirth, full-
time care for relatives, family moves, acute medical disability, and death (Griffeth &
Hom, 2001, p .6).In one research study, Campion discovered that avoidability was
related negatively to voluntariness (Campion, 1991, p. 210). However, he later added
that it is possible that some reasons for turnover are both voluntary and avoidable

(Campion, 1991, p. 210).

In fact, one of the recommendations made by researchers in order to improve the
quality of turnover studies is to refine turnover into subgroups as quits and fired
employees, or voluntary versus involuntéry termination (Muchinsky & Tuttle, 1979,
p. 67).Muchinsky and Tuttle confer that in too many studies these two groups are
combined to form a generalized group of leavers because the investigators either felt
that there was little or nothing to be gained by keeping them separate, or because the
investigators were faced with a problem of small sample size, a problem which could
be alleviated by collapsing the two groups (Muchinsky & Tuttle, 1979, p.- 67). These
authors explain that there exist both theoretical and empirical reasons to separate the
two groups. On the empirical level, they report a few studies that did separate the two
groups and found differential results. For example, they cite a study by MacKinney
and Wolins (1959) where the researchers found that an aptitude test could predict the
turnover of discharged, but not voluntary terminators (Muchinsky & Tuttle, 1979, p.
67). On a theoretical level, there also seems to be enough difference between
voluntary and involuntary separators in regard to the Porter and Steers (1973) notion
of withdrawal behaviour. The two groups are in fact different in terms of who
initiates the termination; the organization or the individual, with voluntary separation
seemingly being a more precise representation of individual withdrawal from the
organization than involuntary separation (Muchinsky & Tuttle, 1979, p. 67). The
conclusion made by these authors is that a greater degree of predictability may be
attained in studies wanting to predict withdrawal behaviour by cleansing the criterion

from contaminating influences (Muchinsky & Tuttle, 1979, p.67).
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Likewise, after a review of a number of turnover studies, as with absenteeism, Lyons
found that the methodological hodgepodge surrounding turnover indices plagues the
evaluation and interpretation of turnover research as well (Lyons, 1972, p. 278). His
findings were that some turnover studies used measures of voluntary turnover, some
used primarily involuntary turnover, and the majority did not specify the turnover
measure at all (Lyons, 1972, p. 278). It seems that as with studies on absenteeism,
with respect to turnover studies, it is equally reasonable to hypothesize that many of
the conflicting and contradictory findings reported about turnover are in part

attributable to the ill-defined concept of turnover.

Lastly, voluntary turnover is explicitly emphasized in recent reviews or is implied by
the term employee withdrawal behaviour (Campion, 1991, p. 200). If voluntary
turnover is to be reduced, it must be under the organizational control. For Price, cited
by Dalton, Krachardt and Porter, a primary reason for the reliance on voluntary
turnover as a dependant variable is that it is more subject to organizational control
(Dalton, Krachardt & Porter, 1981, p. 717). Tett and Meyer explain that volontariness
of leaving is definitely relevant in evaluating turnover mbdels because those models
invariably apply to voluntary termination (Tett & Meyer, 1993, p. 262). As well,
Jenkins and Gupta argue that within the context of employee withdrawal, only
voluntary behaviours of individuals are relevant (Gupta & Jenkins, 1982, p. 398).
Due to the fact that the healthcare sector in most developed economies are witnessing
an unprecedented shortages of caregivers, it is plausible to assume that most turnover
experienced will be voluntary because the organizations simply do not have much of
a choice, but to keep their employees (Rondeau, Williams & Wager, 2009, p. 739).
Thus, the definition of turnover that will be retained for the purpose of this study is
“voluntary leaving from the organization” (Price & Mueller, 1981, p. 544). Despite
some of the known difficulties at the study level in assessing turnover volontariness,
this definition seems to provide an acceptable starting ground for the present study
(Tett & Meyer, 1993, p.262; Gupta & Jenkins, 1982, p.396). Needless to say, this

research project is concerned with dysfunctional turnover only.
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1.1.5 Absenteeism and Turnover: Theory and Empirical Evidence

Three points of view reflect some of the assumptions that have been made about the
relationship between turnover and absenteeism. The first point of view is the one
presented a few paragraphs earlier where there is a continuum of withdrawal
behaviours, progressing from absenteeism to turnover (Lyons, 1972, p. 271). In other
words, according to this view, employees engage in a hierarchically—ordered
sequence of withdrawal, where turnover intentions precede temporary withdrawal,
absenteeism, and these episodes foreshadow permanent withdrawal, turnover (Cohen,
2000, p. 393). As mentioned before, there are many studies that support this position
such as Melbin (1961), Knox (1961), and Burke and Wilcox (1972) among others.
Reviews that took into account the methodological problems in the relevant literature,
led Lyons (1972) and Muchinsky (1977), cited by Gupta and Jenkins to the
conclusion that there is virtually unanimous support for the existence of positive
felationship between absenteeism and turnover and that there is a tentative support for
the progression notion, particularly at the individual level (Gupta & Jenkins, 1982, p.
396). For example, in Lyon’s (1972) study at the individual level, eleven out of
eleven tests showed that there was a significant positive relationship between
absenteeism and turnover (Lyons, 1972, p. 279). Moreover, in the same study, Lyons
found that in all ten samples of individuals, the people who eventually left had had
significantly higher absences than those who stayed (Lyons, 1972, p. 279). Likewise,
a study of phone operators by Burke and Wilcox (1972) , cited by Kraut showed
that employees who quit had a progressively worsening absenteeism ending in
turnover ( Kraut,1975, p. 234).Similarly, a more recent meta-analysis by Mitra,
Jenkins and Gupta provided reasonable support for this particular view. After the
correction of various statistical artifacts, the latter found positive relationships
between absenteeism and turnover ranging from from 0.29 to 0.36 (Mitra, Jenkins &

Gupta, 1992, p. 885).
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The second point of view is the one taken by a number of researchers from the
Tavistock Institute. They suggest that absences, along with accidents, are forms of
withdrawal behaviour that are alternative to turnover (Hill & Trist, 1955). Absences
indicate the disturbances in a continuing relationship between the individual and the
organization whereas turnover denotes the severance of the relationship (Gupta &
Jenkins, 1982, p.397). The alternatives notion was also supported by the research of
Talacchi (1960) cited by Jenkins and Gupta, who hypothesized that dissatisfied
employees discover the minimum level of adequate performance and plague the firm
with tardiness, low output, low quality, and other undesirable behaviours, but do not
leave the organization (Gupta & Jenkins, 1982, p.397). Thus, if this view is accurate,
absenteeism and turnover should be negatively related .Higher absenteeism should be
associated with lower rates of turnover (Wolpin & Burke, 1985, p.58). This means
that in order for the alternatives argument to receive empirical verification, a negative
correlation would have to be established between absenteeism and turnover. As it was
noted earlier, however, the empirical evidence generalAly indicates a positive rather
than a negative association between the two withdrawal behaviours (Gupta &

Jenkins, 1982, p.397-398).

The third point of view, expressed by March and Simon (1958), contends that
absenteeism and turnover have no underlying relationship with each other (Gupta &
Jenkins, 1982, p.398). These authors argue that there is no consistent association
between these two variables and that an employee will be absent or terminate a job
depending on the perceived consequences for that employee of these alternative
forms of withdrawal (March & Simon, 1958; Burke & Wilcox, 1972; Hawk, 1976,
p-293). But it is known that the consequences of absenteeism and turnover are diverse
and somewhat different from each other. In the same time, the repeated findings
showing a positive association between absences and turnover negate the possibility

that the two variables are unrelated (Gupta & Jenkins, 1982, p.398).
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1.2 Determinants of Absenteeism

Most research concerning absenteeism in the last twenty years, particularly the
conceptual work, has focused on absenteeism origins and causes. The large number
of predictions that these theories and hypotheses make, the breadth of approaches that
they take, as well as the scope of evidence that they have generated, all make it clear
that absenteeism just does not have a simple aetiology (Harrison & Martocchio, 1998,
p.311; Johns, 1997). Compilations of withdrawal have characterized absence research
as showing little comprehensive theory building and have summarized the state of
knowledge on the topic as not encouraging (Farrell& Peterson, 1984, p.682). With
regards to absenteeism models, despite the widespread recognition of the urgent need
to develop and test more comprehensive models of absenteeism, very few such
models have been reported to date (Brooke & Price, 1989, p.1-2). In this section, we
will discuss two of the most popular absenteeism models that emerged from our
literature review that will enable us to identify some of the most common
absenteeism predictors. These are: Steers and Rhode’s (1978) model and Brooke’s

(1986) model.

1.2.1 Steers and Rhode’s (1978) Model

Steers and Rhode’s model was developed deductively, based on a review of hundred
and four empirical studies of absenteeism and incorporates both voluntary and
involuntary absenteeism (Rhodes & Steers, 1990, p.45; Steers & Rhodes, 1978,
p.392) (See figure 1.1).This model attempts to examine in a systematic and
comprehensive fashion various influences on employee attendance behaviour. Briefly
stated, it suggests that an employee’s attendance behaviour is largely a function of
two variables: an employee’s motivation to attend (box 6) and an employee’s ability
to attend (box 7) (Steers &Rhodes, 1978, p.392). Although not explicitly stated by

Steers and Rhodes, it seems that determinants of employee motivation to attend (box
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6) are more related to voluntary absenteeism whereas the ability to attend variables

(box 7) are more related to involuntary absenteeism (Brooke, 1986, p.346).

We will first begin by examining the proposed antecedents of attendance motivation
(box 6). The first relationship proposed by this model is between Job Situation (box
1), Satisfaction with Job Situation (box 4) and Attendance Motivation (box 6). One of
the fundamental premises of this model is that an employee’s motivation to come to
work (box 6) represents the primary influence on actual attendance (box 8), assuming

that one has the ability to to attend (box 7) (Steers &Rhodes, 1978, p.393).

Evidence points to the fact that such motivation is determined by a combination of an
employee’s affective responses to the job situation (box 4) and various internal and
external pressures to attend (box 5) (Steers &Rhodes, 1978, p.393).For Steers and
Rhodes, other things being equal, when an employee enjoys the work environment
and the tasks that characterize his or her job situation, generally, it is expected that
the employee will have a strong desire to come to work. Under such circumstances
the experience of coming to work would be a pleasurable one. In view of this
situation, the first question is concerned with the manner in which job situation (box
1) affects one’s attendance motivation (box 6) (Steers &Rhodes, 1978, p.393). In this
model, the job situation (box 1) refers to the general work environment, and not just
the nature of the required tasks. As such, the job situation factors that are said to
influence an employee’s satisfaction include: job scope, job level, role stress, work
group size, leader style, coworker relations, and opportunity for advancement. Job
‘scope is a broad term that refers to many constructs including routinization.
Routinization is the degree to which the cycle of tasks in a job is repetitive (Brooke,
1986, p.351).A work setting such as an assembly line, in which a job entails a few
tasks repeated frequently, would be considered as having a high degree of
routinization (Brooke, 1986, p.351).Task repetitiveness has been found to be
positively correlated with absenteeism (Brooke, 1986, p.353). For example, in a study
of two manufacturing firms Kilbridge (1961), cited by Porter and Steers, found that
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absenteeism was somewhat higher on the more repetitive jobs (Porter & Steers, 1973,
p.162). In fact, task repetitiveness can be considered as one of the aspects of the job
content. According to Kanungo and Mendonca, job content influences the
individual’s expectancy of personal work outcomes when he or she attends work
(Kanungo & Mendonca 1997, p.159). These authors explain that employees that have
high growth needs, the requisite skills and knowledge, will be motivated by an
enriched job, but when the core characteristics of an enriched job are missing, the
employee’s attendance motivation will be severely affected, and the likelihood of
voluntary absence will greatly increase (Kanungo & Mendonca 1997, p.159). But not
everyone seems to support this position. For example, for Hulin and Blood (1968),
cited by Porter and Steers, routinization will not necessarily result in reduced
alientation and withdrawal from work (Porter & Steers, 1973, p.162). The latter
statement has some empirical evidence. For example, in their 1989 study, Taunton,
Krampitz and Woods, failed to find any association between routinization and
absenteeism (Taunton, Krampitz & Woods, 1989, p.17). Furthermore, job scope also
includes task identity defined as “the degree to which a job requires completion of the
whole and identifiable piece of work, that is doing a job from the beginning and to
the end with a visible outcome” and autonomy defined as “the degree to which the
job provides substantial freedom, independence and discretion to the individual in
scheduling the work and determining the procedures to be used in carrying it out”
(Johns & Sacks, 1996, p. 203). Evidence with regards to the relationship between
absenteeism and these two variables is not conclusive. Steers and Rhodes cite some
studies such as the one conducted by Hackman and Lawler (1971) that found that
both task identity and autonomy were inversely related to absenteeism, and other
studies such as the one realized by Kilbridge (1961) that did not find such an
association between these variables and absenteeism (Steers &Rhodes, 1978, p. 394).
Job level refers to one’s level in the organizational hierarchy. According to Steers and
Rhodes, people who hold higher level jobs seem to be more satisfied and less likely
to be absent than those who hold lower level position ( Steers &Rhodes, 1978, p. 394).
As evidence, Steers and Rhodes cite studies by Hrebiniak & Roteman (1973) and
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Waters and Roach (1971) among others (Steers &Rhodes, 1978, p. 394). Role stress
is a broad term that generally refers to three dimensions: role conflict, role ambiguity
and role overload.Role overload is the extent to which work role demands exceed the
amount of time and other resources available for their accomplishment (Brooke,
1986, p. 352).Even if individual tasks may be within the worker’s capacity; role
overload occurs when there is too much work to do in the time that is available
(Brooke, 1986, p. 352). Empirical evidence linking role overload with absenteeism
has been reported by Gupta and Beehr (1979).These researchers found small, but
significant positive correlations between role overload and absenteeism (Gupta &
Beehr, 1979, p. 380). Role ambiguity reflects the uncertainty employees experience
about what is expected from them in their jobs (Kelloway & Francis, 2008, p.
139).The opposite of role ambiguity is role clarity (Kelloway & Francis, 2008, p.
139).

Once again, the empirical linkages between role ambiguity and absenteeism were
reported by Gupta and Beehr in their 1979 study. Similarly, the researchers also
found small, but significant positive correlations between role ambiguity and
absenteeism (Gupta & Beehr, 1979, p. 380).Role conflict is the degree to which role
expectations are incompatible (Rizzo, House & Lirtzman, 1970, p. 155). This concept
constitutes a type of job related stress which is distinct from the idea of unclear
expectations central to role ambiguity (Brooke, 1986, p. 352). The empirical evidence
for a relationship between role conflict and absenteeism comes from a study realized
by Gray-Toft and Anderson in 1985. These authofs, cited by Brooke, report a limited
evidence of a positive linkage between role conflict and absenteeism (Brooke, 1986,
p. 352). More precisely, the findings indicate that role conflict results in higher rates
of absenteeism (Gray-Toft & Anderson, 1985, p.769). Work group size does not need
to be defined because its meaning is self-explanatory. Evidence in reference to the
relationship between the work group size and absenteeism is inconsistent. On the one
hand, Steers and Rhodes cite studies such as the one by Baumgartel and Sobol (1959)

where the investigators found no relationship between absenteeism and work group
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size and on the other hand they cite studies such as the one by Ingham (1970) where
the latter found that increases in the size of the total organization were modestly
associated with increased absenteeism (Steers &Rhodes, 1978, p. 395). Leader’s style
refers to the behaviour of an employee’s superior. Conceptually, it appears somewhat
similar to one of the facets of job satisfaction, more particularly satisfaction with
supervisor.Traditionally, satisfaction has been approached both globally and
dimensionally. The global approach typically seeks an overall assessment of liking
the job, whereas the dimensional approach seeks to evaluate the liking of different
facets of the job, such as working conditions, pay, work, coworkers, supervision and
opportupities to advance (Price & Mueller, 1986, p. 16).Together, the latter facets of
job satisfaction represent the job context. According to Kanungo and Mendonca,
dissatisfaction with working conditions, pay, coworkers and supervisors weaken the
employees’ motivation to attend work. These authors claim that under the conditions
of dissatisfaction with job context, absenteeism can be considered as voluntary
(Kanungo & Mendonca 1997, p. 159).However, the relationship between leader style
and absenteeism is rather tenuous. Out of ten studies reported by Steers and Rhodes,
only two found significant inverse relationship between satisfaction with supervisory
style and absenteeism (Steers & Rhodes, 1978, p. 395).Coworker relations are
conceptually similar to another facet of job satisfaction which is satisfaction with
coworkers (Steers &Rhodes, 1978, p. 395).Little evidence exists of a strong
association between the nature of coworker relations and absenteeism. Only two out
of eight studies reported by Steers and Rhodes found a significant relationship
between these two variables (Steefs & Rhodes, 1978, p. 395).Opportunities for
advancement or promotional opportunity is the degree of potential vertical
occupational mobility within an organization. It mainly focuses on the internal labour
market (Mueller & Price, 1986, p.13). Evidence concerning the relationship between
opportunities for advancement and absenteeism is inconsistent. There are some
studies such as Taunton et al.1989 and Taunton et al. 1995, where promotional
opportunities were negatively and significantly related to absenteeism and others such

as Price and Mueller, (1986) where the authors did not find any relationship between
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these two variables when single-days absent was the dependant variable (Taunton,
Krampitz & Woods, 1989, p. 17; Taunton, Hope, Woods & Bott, 1995, p- 223;
Mueller & Price, 1986, p. 158).

The second relationship proposed by this model is between Job Situation (Box 1),
Satisfaction with Job Situation (Box 4), Role of Employee Values and Job
Expectations (Box 2), Attendance Motivation ( Box 6) and Personal Characteristics
(Box 3). According to Steers and Rhodes, there is considerable evidence that suggests
that the relationship between job situation (box 1) and attendance motivation (box 6)
is not a direct one (Steers & Rhodes, 1978, p. 396). Instead, these authors believe that
the major influence on the extent to which employees experience satisfaction with the
job situation (Box 1) is the values and expectations (Box 2) that they have concerning
the job. Steers and Rhodes explain that people come to work with different values
and job expectations meaning that they value different features in a job and expect
these features to be present to a certain degree in order to remain with the
organization (Steers & Rhodes, 1978, p. 396). These expectations are partially
determined by the personal characteristics of individuals (Box 3) such as their
education, how long they have been with the organization, their age gender‘ and
family size. Steers and Rhodes provide some examples of the influence of personal
characteristics on employee values and expectations. The first example, given by
these authors, is the one of employees with higher educational levels expecting
greater or at least different rewards from an organization than those with less
education. The second example, given by Steers and Rhodes, is the one of older and
more tenured employees expecting certain perquisites because of their seniority
(Steers &Rhodes, 1978, p. 396). For the latter, whatever the values and expectations
that employees bring to the job situation, it is important for these factors to be largely
met in order for the employees to be satisfied (Steers &Rhodes, 1978, p. 396). In
support of their position, Steers and Rhodes cite an empirical study by Smith (1972)

where the researcher found that realistic job previews created realistic job
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expectations among employees and led to a significant decline in absenteeism (Steers

& Rhodes, 1978, p. 396).

The third relationship proposed by this model is the one between attendance
motivation (box 6) and pressure to attend (box 5). Steers and Rhodes claim that while
satisfaction with the job situation may represent a major influence on attendance
motivation, the relationship is not a perfect one.According to these authors, other
factors that serve to enhance attendance motivation can be identified. These variables
collectively are referred to as pressures to attend (box 5) and represent the second
major influence on the desire to come to work (Steers & Rhodes, 1978, p. 397).
Factors acting as pressures to attend work include the economic/market conditions,
incentive reward systems, work group norms, personal work ethic and organizational
commitment (Rhodes & Steers, 1990, p. 45). The economic and market conditions
factor does not seem to require any definition since it seems self-explanatory. In
general, the state of the economy and the job market place constraints employees’
ability to change jobs. As a result, when the unemployment is high, there may be
increased pressures to maintain a good attendance out of fear of losing one’s job
(Steers &Rhodes, 1978, p. 397). Steers and Rhodes claim that there is evidence that
suggests that there is a close inverse relationship between changes in employment
level and subsequent absence rates (Steers &Rhodes, 1978, p. 397). Kanungo and
Mendonca appear to support this last point of view. According to these authors,
labour market conditions undoubtedly can operate to alleviate or exacerbate
absenteeism. Kanungo and Mendonca explain that when unemployment is high, job
search activities will be reduced and the rate of absenteeism will be lower whereas
when unemployment is low, job search activities will be heightened and the rate of
absenteeism could increase (Kanungo & Mendonca 1997, p. 159). Incentive/Reward
system does not necessitate much defining either because it was already touched upon
as one of the facets of job satisfaction, more particularly satisfaction with pay. The
evidence concerning the relationship between pay satisfaction and absenteeism is

inconsistent.On the one hand, Steers and Rhodes cite studies such as the ones by
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Patchen (1960) and Smith (1977) that found an inverse relationship between pay
satisfaction and absenteeism and on the other hand, they cite other studies such as the
ones conducted by Garrison and Muchinsky (1977) and Hackman and Lawler (1971)
that failed to demonstrate such a relationship between these two variables (Steers
&Rhodes, 1978, p. 396). Pay, which is different from pay satisfaction because the
latter refers to an affective orientation toward pay whereas the former refers to direct
cash income, is also part of the Incentive/Reward factor (Mueller & Price, 1986, p.
13). Evidence on the relationship between pay and absenteeism is inconclusive. For
example, in one study cited by Davey, Cummings, Newburn-Cook and Lo, conducted
in 2000 by Goldberg and Waldman, pay was significantly and negatively related to
absenteeism whereas in two other studies; first Taunton et al. (1989) found a weak
relationship between pay and absence spells and second, in 1995, Taunton and al.
failed to find any relationship between these two variables (Davey, Cummings,
Newburn-Cook & Lo, 2009, p. 322; Taunton, Krampitz & Woods, 1989, p. 17;
Taunton,Hope, Woods & Bott, 1995, p. 223). Likewise, included in the Incentive /
" Reward factor is the role of punitive sanctions by management in controlling
absenteeism. There are some studies that indicate that the use of stringent reporting
and control procedures such as; keeping detailed attendance records, requiring
medical verifications for reported illnesses as well as strict disciplinary measures was
related to lower absenteeism (Steers & Rhodes, 1978, p. 398). However, there are
also studies cited by Steers and Rhodes, such as the one realized by Rosen and Turner
in 1971, where the latter failed to find such a relationship (Steers & Rhodes, 1978, p.
399). Work group norms are another factor that is not very difficult to understand.
Steers and Rhodes note that the pressure to attend (box 5) can also come from one’s
colleagues in the form of work group norms (Steers & Rhodes, 1978, p. 399). The
strength of such norms seems to be well established. According to Gibson (1966),
cited by Steers and Rhodes, where the norms of the group emphasize the importance
of good attendance for the benefit of the group, increased attendance is usually
expected (Steers & Rhodes, 1978, p. 399). For Whyte (1969), also citéd by Steers and
Rhodes, this relationship is expected to be particularly strong in groups with high
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degree of work group cohesiveness (Steers &Rhodes, 1978, p. 399). In the same time,
Steers and Rhodes caution that work group norms can also have detrimental effects
on attendance in situations where they actually support periodic absenteeism and
punish regular attendance. In agreement with Steers and Rhodes, Kanungo and
Mendonca assert that work group norms can function as a two-edged sword.
According to the latter, when the norms of a highly cohesive work group are
supportive of regular attendance, employee absence in that group will be low, but
when the norms operate to isolate employees that attend regularly, absenteeism will
be high (Kanungo & Mendonca 1997, p. 160). Personal work ethic is defined as “a
compelling belief in the goodness of work itself” (Kanungo & Mendonca 1997, p.
160). Most research on the work ethic points to considerable variation across
employees in the extent to which they feel morally obligated to go to work. Steers
and Rhodes argue that although more studies on work ethics are certainly needed, a
major pressure to attend derives from the belief by employees that work activity is an
important aspect of life, almost irrespective of the nature of the job itself (Steers &
Rhodes, 1978, p. 3 99).’ Finally, the last factor that is part of pressures to attend is
organizational commitment. Organizational commitment represents an agreement on
the part of the employees with the goals and objectives of an organization as well as
the willingness to work towards these goals (Steers & Rhodes, 1978, p. 400). Meyer
and Allen (1991), cited by Tett and Meyer, articulated three forms of organizational
commitment (Tett & Meyer, 1993, 261-262). Affective commitment denotes the
strength of an individual’s identification with and involvement in a particular
organization, continuance commitment arises from the analysis of costs related to the
departure from the organization and finally normative commitment denotes a
willingness to remain with an organization due to a sense of moral obligation (Tett &
Meyer, 1993, p. 261-262; Chénevert, Banville & Cole, 2006, p. 5). Although most
authors claim that each form of commitment is important, withdrawal behaviours
such as absenteeism and turnover are nonetheless more strongly linked to affective
commitment (Chénevert, Banville & Cole, 2006, p. 5). Hence, in this study, the term

organizational commitment will refer strictly to the affective dimension of the
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commitment construct. Direct linkages between commitment and absenteeism have
been reported by Steers (1977), Mowday et al. (1982), Clegg (1983), Meyer and
Allen (1991) among others, indicating a negative relationship between organizational
commitment and absenteeism. In other words, the more committed one was to the
organization, the less one was absent from work (Brooke, 1986). However, the
support for this relationship is not entirely consistent. For example, in a study
conducted by Angle and Perry in 1981, absenteeism showed no statistically
signiﬁcant association with commitment (Angle & Perry, 1981, p .9).

The fourth and last relationship proposed by this model is the one between ability to
attend (box 7), attendance motivation (box 6), employee attendance (box 8) and
personal characteristics (box 3). Steers and Rhodes draw the attention to the fact that
sometimes even if an employee wants to come to work and has high attendance
motivation, there are many instances where such attendance is not possible, that is
when the employee does not have a choice in the matter (Steers &Rhodes, 1978, p.
399).Factors that can impede the employee ability to attend include family
responsibilities such as illness of a child, transportation problems such as a car that
breaks down and actual employee illness (Rhodes & Steers, 1990, p. 47). In this
model, the ability to attend (box 7) appears to play the role of a gatekeeper,
moderating the relationship between attendance motivation (box 6) and actual
attendance (box 8) (Rhodes & Steers, 1990, p. 47). Illness and accidents do not
require much clarification. According to some authors such as Hill and Trist (1955),
cited by Steers and Rhodes, together illnesses and accidents represent a primary cause
of absenteeism (Steers &Rhodes, 1978, p. 400).Research shows that both illnesses
and accidents are often associated with increased age as demonstrated by studies such
as the one conducted by Baumgartel and Sobol in 1959, cited by Steers and Rhodes.
Also included in this category of health related absenteeism are problems of
alcoholism and drug abuse that hinder attendance behaviour (Steers & Rhodes, 1978,
p. 400). Overall, illnesses and accidents that render an employee unable to attend

work can be categorized as an involuntary absence (Kanungo & Mendonca 1997, p.
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157). Family responsibility is another concept that is self-explanatory. This factor is
shown to be largely determined by the personal characteristics such as age and gender
(box 3). In general, it seems that women as a group are more absent than men. This
finding is explained by the fact that women typically hold different types of jobs
compared to men as well as by the responsibilities that are traditionally assigned to
women such as caring for sick children (Steers & Rhodes, 1978, p. 400). In support
for these theories, Steers and Rhodes cite studies in the likes of Naylor and Vincent
(1959) and Noland (1945) among others. In addition, Steers and Rhodes note that the
available evidence also suggests that absenteeism for women declines throughout
their work career, which in their point of view, is mainly due to the fact that family
responsibilities associated with young children tend to become less central (Steers &
Rhodes, 1978, p. 400). As for males, the pattern is quite different. Males’
unavoidable absenteeism ,as demonstrated by studies such as the one by Nicholson,
Brown and Chadwick—Jones (1977), cited by Steers and Rhodes, appears to increase
with age, possibly due to health issues, while avoidable absenteeism does not (Steers
& Rhodes, 1978, p.400). Absenteeism due to family obligations is generally
classified as involuntary or unavoidable absenteeism (Kanungo & Mendonca 1997, p.
157). Finally, one other factor that is included in the ability to attend transportation
problems. There is certainly much evidence that suggests that difficulty in getting to
work can sometimes influence employee attendance whether it is a question of the
travel distance to work as presented in a study by Martin (1971) cited by Steers and
Rhodes or it is a question of weather conditions causing significant traffic as
presented in a study by Smith (1977) also cited by Steers and Rhodes (Steers &
Rhodes, 1978, p. 401). Although Steers and Rhodes do mention the existence of some
rare studies such as the one by Nicholson and Goodge (1976), who found no
relationship between either travel distance or availability of public transportation and
absence, overall, there are good reasons to believe that transportation problems
represent a potential obstacle for attendance for some employees even when they are

motivated to attend (Steers & Rhodes, 1978, p. 401). Absence from work because of
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transportation problems is often unavoidable and involuntary (Kanungo & Mendonca

1997, p. 159).
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Figure 1.1 Steers and Rhode's (1978) Model of Employee Attendance
1.2.2 Brooke’s (1986) Model

Brooke’s 1986 model of employee absenteeism modifies and extends Steers and
Rhode’s (1978) model of employee attendance (See Figure 1.2). Brooke argues that
despite its considerable utility as a starting point, Steers and Rhode’s model is
suffering from several limitations which make it difficult to test empirically (Brooke,
1986, p.345). According to Brooke, the sources of difficulties in its operationalization
arise from imprecision in specification of the dependant variable and of predictors
such as job scope, work group norms, incentive/reward systems and economic/market

conditions that involve multiple concepts; potential problems with the construct



44

validity of key components such as attendance motivation; pressures to attend and
ability to attend as well as considerable uncertainty regarding the interpretation of
relationships specified by their model (Brooke, 1986, p. 346-348 ; Brooke & Price,
1989, p. 2). This model seems to focus more on the voluntary type of absenteeism

(Brooke, 1986, p. 351).

The first variable that is included in Brooke’s model is routinization .The second
variable in Brooke’s model is centralization. Centralization refers to “the degree to
which worker power is distributed in an organization” (Price & Mueller, 1986, p.12).
The concentration of all organizational power in one individual would reflect a
maximum degree of centralization. In contrast, centralization would be at the
minimum if all members of an organization exercised their powers equally (Brooke,

1986, p. 351).

The third variable in Brooke’s model is pay. The fourth variable in Brooke’s model is
distributive justice. Distributive justice is the degree to which rewards and
punishments are related to performance inputs into the organization. This concept
addresses the extent to which the employees are rewarded fairly for their
contributions and efforts on behalf of the organization (Brooke, 1986, p. 352).
Distributive justice is also referred to as fairness of outcomes. Generally, the
employees are likely to judge an outcome as unfair when they do not receive a reward
or recognition they feel they deserve (Kelloway & Francis, 2008, p. 153). Distributive
justice is usually high in an organization when hard work is rewarded and absence is
punished. The assumption is that when hard work is rewarded whether it is through
pay, recognition or advancement, the employees will define the situation as equitable
and fair (Mueller & Price, 1986, p. 13).The empirical evidence of the linkages
between distributive justice and absenteeism is not conclusive. For example, in one
study conducted by Taunton, Hope, Woods and Bott, in 1995, the authors found that
distributive justice was related to absenteeism in one out of four hospitals (Taunton,

Hope, Woods & Bott, 1995, p. 223). Yet, in another study realized by Taunton,
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Krampitz and Woods in 1989, distributive justice was not related to absence spells

(Taunton, Krampitz & Woods, 1989, p. 17).

The fifth, sixth and seventh variables in Brooke’s model are meant to capture an
overall role of stress. These are: role ambiguity, role conflict and role overload
(Jourdain & Chénevert, 2010, p. 711). The eighth variable in Brooke’s model is work
involvement.Work involvement is a normative belief in the centrality of the work role
in a person’s life. It refers to a personal code of ethics regarding work in general
rather than attitudes toward a specific job and is more a function of one’s past cultural
conditioning or socialization (Brooke, 1986, p. 352; Kanungo, 1982, p. 342).
According to Brooke, there seems to be considerable support for the direct negative

effect of work involvement on absenteeism (Brooke, 1986, p. 353).

The ninth variable in Brooke’s model is organizational permissiveness.
Organizational permissiveness is the degree to which absenteeism is accepted by an
organization. The key idea behind this concept is frequent absence withoﬁt any
consequence. In an organization where employees are able to take unscheduled days
off easily, or in which numerous casual absences result in little or no apparent
adverse consequences would be considered as highly permissive towards absenteeism
(Brooke, 1986, p.353).Empirical support for a direct relationship between
permissiveness and absenteeism was reported by a number of authors cited by Brooke
which are Seatter (1961), Rhodes and Steers (1981), Winkler (1980) among others
(Brooke, 1986, p.353). Nonetheless, not all authors agree that there exists a
relationship between these two variables. For example, Davey, Cummings, Newburn-
Cook and Lo claim that organizational permissiveness does not constitute a
significant predictor of absenteeism (Davey, Cummings, Newburn-Cook & Lo, 2009,
p. 322).

The tenth variable in Brooke’s model is kinship responsibility. It refers to

“involvement in kinship groups within local community” (Brooke, 1986, p. 353).
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This concept is concerned with existence of obligations outside the organization
which may be related to absenteeism (Brooke, 1986, p. 353). The eleventh variable in
Brooke’s model is job satisfaction. Satisfaction is generally defined as “the degree to
which individuals like their jobs” (Price & Mueller, 1986, p. 16). In fact, virtually all
major reviews of the absenteeism literature have found consistently significant
relationships between job satisfaction and absenteeism (Brooke, 1986, p. 353). In all,
except in a few studies, overall job satisfaction has been found to be negatively
related to absenteeism (Muchinsky, 1977, p. 326). For example, Davey, Cummings,
Newburn-Cook and Lo report three studies where job satisfaction predicted
absenteeism; Hackett & Guion, 1985; Taunton et al.1985, 1995. In all these studies,
as job satisfaction increased, absenteeism decreased. (Davey, Cummings, Newburn-
Cook & Lo, 2009, p. 320). However, this relationship was not supported by all the
researchers. For example, Locke (1976), cited by Mowday, Porter and Steers, points
out that the magnitude of the correlation between dissatisfaction and absenteeism is
generally quite low, seldom surpassing r=0.40 and typically much lower (MoWday,
Porter & Steers, 1982, p. 82). Moreover, Nicholson, Brown and Chadwick-Johnson,
in their review of twenty—nine studies, concluded that “at best it seems that job
satisfaction and absence from work are tenuously related” (Nicholson, Brown &
Chadwick-Johnson, 1976, p. 734). Then, these researchers went on to declare that
“the common view of absence as a pain-reductive response on the part of the worker
to his work experience is naive, narrow, and empirically unsupportable” (Nicholson,

Brown & Chadwick-Johnson, 1976, p. 735).

The twelfth variable in Brooke’s model is health status. It refers to “the physical and
mental states as well as being among employees” (Brooke, 1986, p. 354). The
thirteenth variable in the Brooke’s model is alcohol involvement. It refers to “the
extent to which employees use alcohol as a coping mechanism” (Brooke, 1986, p.
354). This concept mainly focuses on the effects of empléyee absenteeism because
of alcohol misuse, defined as “excessive or problem drinking, which is a socially

deviant mechanism for coping with stress, dissatisfaction, or other personal
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maladjustments” (Brooke, 1986, p. 354). There seems to exist an overwhelming
empirical evidence such as studies by Miner and Brewer (1976) and Roman and Trice
(1976) among others, cited by Brooke,that point to the fact that higher levels of
alcohol involvement are related to higher levels of employee absenteeism (Brooke,

1986, p.354).

The fourteenth variable in Brooke’s model is job involvement. Job involvement is a
cognitive belief which describes the degree to which the individual is psychologically
identified with his or her current job and tends to be a function of how much the job
can satisfy one’s present needs (Kanungo, 1982, p.342).Usually, individuals who
possess high levels of job involvement believe that their current job has the ability to
fulfill important needs, whatever they may be (Brooke, 1986, p. 354). Some studies
point to direct significant relationships between job involvement and absenteeism.
For example, Cohen (2000) cited by Davey, Cummings, and Newburn-Cook and Lo,
reported that, as job involvement increased, absenteeism significantly decreased
(Davey, Cummings, Newburn-Cook & Ld, 2009, p. 320). However, there are other
studies that fail to demonstrate the existence of any relationship between these two
variables. For example, in one study conducted by Blau (1986) also cited by Davey,
Cummings, Newburn-Cook and Lo, the direct relationship of job involvement to
absenteeism was not significant (Davey, Cummings, Newburn-Cook & Lo, 2009, p.
320). The fifteenth and last variable in Brooke’s model is organizational

commitment.

What’s more is that Brooke did not stop at developing an absenteeism model. In
1989, he and Price actually tested their model of determinants of absenteeism
empirically. Among some of the confirmed hypotheses we find the positive effect of
kinship responsibility on absenteeism; the positive indirect effect of role ambiguity
on absenteeism; the direct positive effect of organizational permissiveness on
absenteeism; the indirect positive effects of centralization on absenteeism; job
satisfaction mediating completely the effects of routinization and work involvement

on absenteeism and partially mediating the effects of centralization and role
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ambiguity; the direct positive effect of alcohol involvement on absenteeism; as well
as the direct positive effect of pay on absenteeism (Brooke & Price , 1989, p. 16). The
hypotheses that were not validated by Brooke and Price’s empirical study include
- among others: the non-significance of job involvement and distributive justice, the
non-significance of organization commitment as a mediator between other attitudes
and absenteeism and lastly the non-significance of health status as a determinant of

absenteeism (Brooke & Price, 1989, p. 16).

What make this model particularly relevant to our study are the site as well as the
sample chosen by the authors for their research. This study took place in a hospital in
the upper mid-West of United States and the sample included 425 full-time clerical
employees, registered nurses, managers and non-nursing clinical staff (Brooke &

Price, 1989, p. 5).

1.2.3 Model Synthesis

At first glance, if we look at the two models presented, none appears to include any of
the variables that are of interest to our study: neither recognition nor turnover
intentions are explicitly stated as being relevant variables in the employees’ decision
not to show up to work. Yet, by analyzing closely some of the variables described, it
becomes clear that recognition and turnover intention, without being formally
acknowledged as pertinent variables in the model, are nonetheless implied by some of
the variables that the authors chose to present. For example, one of the variables in
Steers and Rhode’s model is job scope which includes routinization, which is also
part of Brooke’s model, and autonomy. These variables do not appear to be elements
of recognition, but actually, they are very important elements of recognition. In fact,
according to St-Onge, Haines, Aubin, Rousseau and Lagassé, one of the ways show
recognition to its employees is through job enrichment (St-Onge, Haines, Aubin,
Rousseau & Lagassé, 2005, p.94). Also, for Brun and Cooper, autonomy is closely

‘linked to recognition at work (Brown & Cooper, 2009, p.115). Likewise; Ventrice
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asserts that employers can recognize their employees by providing them with more
freedom in how the work gets done (Ventrice, 2003, p. 19). Another variable that is
present in both models is role ambiguity.If the employees’ role is not clear, chances
are, it is because they are not getting enough feedback. And what is feedback? For
some authors, feedback is conceptually close to recognition. For example, Peterson
and Luthans declare that social recognition is a form of feedback and vice versa
(Peterson & Luthans, 2006, p. 277). In addition, St-Onge, Haines, Aubin, Rousseau
and Lagassé also affirm that recognition can be expressed through feedback (St-
Onge, Haines, Aubin, Rousseau & Lagassé, 2005, p. 89). Another variable that
implies recognition is distributive justice in Brooke’s model.Just by looking at its
definition, it becomes evident that the concept of distributive justice is related to
recognition. Also referred to as fairness of outcomes, distributive justice is generally
judged as being low, when employees do not get the recognition that they feel they
deserve (Kelloway & Francis, 2008, p.153). As well, according to Tremblay and
Simard, when the employees perceive that they are being recognized, it is possible to
speculate that they are also more likely to perceive that they are being treated fairly
(Tremblay & Simard, 2006, p. 115).Similarly, a variable that implies recognition is
satisfaction with job situation in Steers and Rhodes’ model and satisfaction in
Brooke’s model. Studies such as Danish and Usman (2010) and Ali and Baloch
(2010), show that there is a significant positive relationship between recognition and
satisfaction (Danish & Usman, 2010, p. 8; Ali & Baloch, 2010, p.13). In other words,
when employees feel that they are being recognized, they are more likely to be
satisfied with their jobs. Concerning intention to stay or turnover intention, it also
seems that none of the above absenteeism models include it as an important predictor
variable. However, one of the variables present in both models is organizational
commitment. In the Steers and Rhode’s model, organizational commitment acts as
one of the factors under pressures to attend (box 5) which in the path diagram affects
attendance motivation (box 6) which in turn affects employee attendance (box 8)
while in the Brooke’s model commitment is the variable directly preceding

absenteeism.
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Figure 1.2 Brooke's (1986) Model of Employee Absenteeism

Actually, because in the Steers and Rhode’s model, organizational commitment is
one of the factors included in (box 5) that directly affects attendance motivation (box
6), and which according to Steers and Rhodes “represents the primary influence on
actual attendance”, it is reasonable to assume that as in Brooke’s model, commitment
is thought to be one of the last steps of the model prior to the actual decision to be
absent (Steers & Rhodes, 1978, p. 393).
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Moreover, in the past twenty years, the construct of organizational commitment has
occupied a prominent place in organizational behavioural research, but unfortunately
as Morrow (1983), cited by O’Reilly and Chatman, pointed out, “the growth in
commitment related concepts has not been accompanied by a careful segmentation of
commitment’s theoretical domain in terms of its intended meaning of each concept or
the concepts’ relationships among each other” (O’Reilly & Chatman, 1986, p. 492).
For example, Staw (1977), also cited by O’Reilly and Chatman, noted that the value
of commitment as a separate construct distinct from other psychological concepts
such as motivation, involvement, or behavioural intention remains to be demonstrated
(O’Reilly & Chatman, 1986, p. 492). In addition, in their review of turnover
literature, Maertz and Griffeth point to the conceptual overlap between commitment
and turnover intentions (Maertz & Griffeth, 2004, p. 668). In fact, there are a number
of authors including Porter, Steers, Mowday and Boulian, 1974; Porter, Crampton,
and Smith 1976, among others, that view intent to stay as one of the dimensions of
commitment (Porter, Steers, Mowday & Boulian, 1974; Porter, Crampton & Smith,
1976). More specifically, according to these authors commitment consists of three
components: a strong belief in and acceptance of the organizational goals and values,
a willingness to exert a considerable effort on behalf of the organization and a strong
desire to maintain membership in the organization (Price and Mueller, 1981, p. 558).
The intent to stay in the organization simply corresponds to the third component
(Price and Mueller, 1981, p. 558). Thus, if we accept the latter argument that intent to
stay or turnover intention constitutes one of the dimensions of the concept of
commitment; this would mean that in both models reviewed, turnover intention is one

of the most direct and immediate predictor variables of employee absenteeism.

1.3 Determinants of Turnover

Over the last half a century, turnover researchers identified a large array of antecedent
variables that are scattered throughout the turnover and work attitude literatures

(Martz & Griffeth, 2004, p. 667). Very few areas within industrial /organizational
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psychology have received as much attention as employee turnover. In fact, there have
been literally hundreds of turnover investigations since the early nineties (Cotton &
Tuttle, 1986, p. 55). Many of the variables that determine employee turnover turned
out to be the same variables that determine employees’ absenteeism .This finding
actually led some authors to hypothesize that no differences exist between
absenteeism and turnover insofar as the factors inducing such forms of behaviour are
concerned (Porter & Steers, 1973, p. 173). However, other authors criticized this
position. For example, Porter and Steers, in their 1973 study that investigated the
antecedents of both absenteeism and turnover argued that “too often in the past,
absenteeism has been considered simply an analogue of turnover, and it has been
assumed without sufficient evidence, that the two shared identical roots” (Porter &
Steers, 1973, p. 173).0ur literature review enabled us to come to a conclusion that
both perspectives are correct. There are situations when absenteeism and turnover
will have common antecedents and will be related to each other, and there are other
situations when these too behaviours will not have common antecedents and thus not
be related. Considering a substantial number of turnover studies and reviews, it is not
surprising that there exist many turnover models (Price & Mueller, 1986, p.21). Yet,
according to some researchers such as Maertz and Rodger, there is still no
overarching framework available for researchers and practitioners that seek to
understand the employee’s motivations for staying with or leaving an organization
(Maertz & Griffeth, 2004, p.491). According to the latter, “although predictive
models abound, gaps in theory remain” (Maertz & Griffeth, 2004, p.491).In this
section, we will discuss some of the turnover models that surfaced from our literature
review that will enable us to identify some of the most common predictors of
turnover.These are: Mobley’s (1977), Price and Mueller’s (1981), Mowday, Porter
and Steer’s (1981), and finally Hom and Griffeth’s (1995) models.
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1.3.1 Mobley’s (1977) Model

In recognition of the fact that some of the major antecedents of turnover had been
already identified, in his conceptual model, Mobley focused on the intermediate
linkages in the relationship between job satisfaction and employee turnover
(Mowday, Porter & Steers, 1982 p. 116; Lee & Mitchell, 1994, p. 53). Rather than
attempting a full model of the turnover process, he chose to concentrate on how
satisfaction does or does not ultimately lead to turnover (Mowday, Porter & Steers,

1982 p. 116). (See Figure 1.3)

The block A in the model represents the process of evaluating one’s existing job
whereas block B represents the resulting emotional state of a certain degree of
satisfaction or dissatisfaction (Mobley, 1977, p. 237). In order to explain the process
inherent in blocks A and B Mobley proposed a few theories. For example, one such
theory is Porter and Steers’ theory of met expectations. According to this theory, met
expectations constitute a central concept in withdrawal behaviour. For Porter and
Steers, in an employment situation each individual comes with his own unique set of
expectations for his job and whatever these expectations may be, it is important that
they are substantially met, if that individual is to be satisfied (Porter & Steers, 1973,
p. 170-171).

Block C in the model suggests that one of the consequences of dissatisfaction is to
stimulate thoughts of quitting. In this block, Arrow (a) accounts for the fact that other
forms of withdrawal less extreme than quitting such as absenteeism for instance,
represent other possible consequences of dissatisfaction (Mobley, 1977, p. 237).

Block D suggests that the following step in the decision to leave the organization is
the evaluation of the expected utility of search and of the cost of quitting. In the
evaluation of the expected utility of search, Mobley includes some estimate of the
probability of finding an alternative to working in the present job, some evaluation of

the desirability of possible alternative and the costs of search such as travel time. As
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an example of costs of quitting, Mobley provides loss of seniority or benefits
(Mobley, 1977, p. 237-238). The latter postulated that « if the costs of quitting are
high and /or the expected utility of search is low, the individual may re-evaluate the
existing job, reduce thinking of quitting, and /or engage in other forms of withdrawal
behaviour (Mobley,1977,p.238). However, if the dissatisfied employee believes that
an acceptable alternative can be found and perceives that the costs of quitting are not
prohibitive, the employee may decide to look for work elsewhere (Hom, Griffeth &
Sellaro, 1984, p. 142).

The next step, block E, represents the behavioural intention to search for alternative
jobs. In addition, in block E, Arrow (b) accounts for the fact that non-job related
factors can also elicit an intention to search.Mobley provides examples of a spouse
transfer or health problems (Mobley, 1977, p. 238). After the intention to search,
comes block F, which represents the actual search behaviour. Mobley explains that at
this point “if no alternatives are found, the individual may continue to search, re-
evaluate the existing job, simply accept the current state of affairs, decrease thoughts
of quitting, and/or engage in other forms of withdrawal behaviour” (Mobley, 1977, p.
238).

In case of an availability of alternatives, which may include withdrawal from the
labour market Arrow (d), an evaluation of alternatives may be initiated. This step
corresponds to block G. Next to the evaluation of alternatives, comes a comparison of
the present job to an alternative which corre;sponds to block H in the model (Mobley,
1977, p. 239). If the comparison favours the alternative, it will stimulate the intention
to quit, representing block I in the model, followed by actual resignation, representing
block J in the model (Mobley, 1977, p. 239; Hom, Griffeth & Sellaro, 1984, p. 142).
On the other hand, according to Mobley “if the comparison favours the present job,
the individual may continue to search, re-evaluate the expected utility of search, re-

evaluate the existing job, simply accept the current state of affairs, decrease thoughts
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of quitting , and/or engage in other forms of withdrawal behaviour” (Mobley, 1977,
p. 239).

Finally, Arrow (e) accounts for the fact that some individuals decide to quit
impulsively, involving few if any of the preceding steps in this model (Mobley, 1977,
p. 239). As well, it is important to note that Mobley’s model is described as heuristic
rather than descriptive. It was not presented as a lock-step sequence that all
employees experience identically. Rather, some employees may skip particular steps
or experience an alternative ordering of steps. Actually, for some employees the
whole process will end up being more conscious than for others and for some
employees the act of quitting will be more impulsive rather than based on a
subjectively rational decision process (Mobley, 1977, p. 239; Lee & Mitchell, 1994,
p. 53).

In fact, there exists some partial empirical support for Mobley’s 1977 model. In 1978,
a simplified version of the model was tested by Mobley, Horner and Hollipgsworth.
The abbreviated model hypothesized that job satisfaction will influence thoughts of
quitting, intention to search and intention to quit. Thoughts of quitting was predicted
to directly influence intention to search which, in turn , was predicted to directly
influence intention to quit. Furthermore, the probability of finding an acceptable
alternative was proposed to affect intentions to search and to quit (Hom, Griffeth &
Sellaro, p.1984, p. 142). Mobley, Homer and Hollingsworth found validity for this
reduced form of Mobley’s 1977 model even if the probability of finding an
acceptable alternative did not have any direct effects on search and quitting intentions
(Hom, Griffeth & Sellaro, p. 1984, p. 142). The setting of this research study is. very
~in much in line with the context of ouf research project. More specifically, the
location where Mobley, Homer and Hollingsworth proceeded with data collection is a
medium-sized south-eastern urban hospital and the sample included 203 full-time
employees from service, technical, clerical and nursing services (Mobley, Horner &

Hollingsworth, 1978, p. 410). Also, in somewhat more stringent tests of Mobley’s
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model, Hom, Katerberg and Hulin, reported cross-validation of the model across
similar samples (Mowday, Porter & Steers, 1982, p. 116-117). However, Mowday et
al. (1980) were unable to cross-validate the model across diverse samples (Mowday,

Porter & Steers, 1982, p. 117).

1.3.2 Price and Mueller’s (1981) model

It is often said that the major weakness of various turnover explanatory models is
their lack of inclusiveness. Different models vary greatly in terms of the variables that
they emphasize as being important. Variables that are deemed as critical in one model
are not even cited in other models. One of the explanations offered for why this is so
is that there exist multiple research traditions, each often ignoring the findings of the
others. More specifically, some of the variables included in the models are stressed
by economists, while others are suggested by sociologists or social psychologists
(Price & Mueller, 1981, p. 559). In 1977, Price provided a summary of the research
findings, on the determinants of turnover, and thus giving scholars the opportunity to
become aware of the generalizations that may be drawn from the past research. Price
and Mueller’s 1981 model is based on the synthesis of this literature (Price &
Mueller, 1981, p. 544-543) (See Figure 1.4).
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Figure 1.3 Mobley's (1977) Model of Turnover
The first variable that is included in Price and Mueller’s model is opportunity
elsewhere. Opportunities elsewhere in the turnover literature often surface under the
name of alternative job opportunities. Along with job satisfaction, it is one of the
major variables that captured the academic attention (Mitchell, Holtom & Lee, 2001,
p. 458). Back in 1958, March and Simon, cited by Lee and Mitchell, proposed that
employee turnover results from the individual’s ease of movement which over time
has been essentially equated with job alternatives (Lee & Mitchell, 1994, p. 52). The
availability of jobs is influenced by economic and market conditions (Mowday,
Porter& Steers, 1982, p. 130). Most research studies with regards to the relationship

between job opportunities and turnover point to a positive significant relationship
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between them (Mobley, Griffeth, Hand & Meglino, 1979, p. 515). For example, in a
study conducted in 1981, Price and Mueller found a positive correlation between
opportunities elsewhere and turnover (Price & Mueller 1981, p.558). Moreover, in
1986, Price and Mueller affirmed that their study results confirm the importance of
opportunity elsewhere in the context of turnover research (Price & Mueller, 1986, p.
122). Lastly, in a more recent meta-analysis Griffeth, Hom and Gaertner found a
positive correlation between these two variables (Griffeth, Hom & Gaertner, 2000, p.
468).

The second variable in Price and Mueller's model is routinization. The relationship
between routinization and turnover is highly inconclusive. Early studies, such as
Kilbridge (1961), Wild (1970), cited by Porter and Steers, reported a moderate
positive association between task repetitiveness and turnover (Porter & Steers, 1973,
p. 165).Later on, authors such as Cotton and Tuttle, in their meta-analysis of
employee turnover, declared that task repetitiveness is weakly if at all related to
turnover (Cotton & Tuttle, 1986, p. 63). Finally, a more recent meta-analysis carried
out by Griffeth, Hom and Gaertner shows that there may be no relationship between

routinization and turnover (Griffeth, Hom & Gaertner, 2000, p. 468).

The third variable in Price and Mueller's model is participation. Price and Mueller
define participation as “the degree of power that an individual exercises concerning a
situation” (Price & Mueller, 1981, p. 546). There are not too many studies that
investigated the relationship between participation and turnover. For example, Cotton
and Tuttle initially planned to include participation in their review of turnover, but
then had to abandon that idea because too few studies addressed the relationship
between these two variables (Cotton & Tuttle, 1986, p. 56). However, the researchers
such as Griffeth, Hom and Gaertner, that studied the linkages between these two
variables, found a significant negative correlation between participation and turnover

(Griffeth, Hom & Gaertner, 2000, p. 467).
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The fourth, fifth and sixth variables in Price and Mueller’s model are instrumental
communication, integration and pay. Instrumental communication refers to formal
transmission of job information within the organization. Usually, discussions of
realistic job previews deal with instrumental communication as do treatments of
feedback (Mueller & Price, 1986, p.12). The relationship between instrumental
communication and turnover is inconsistent. Early reviews such as Porter and Steers
(1973) did not include instrumental communication as an important variable for
predicting turnover. Then in 1977, researchers such as Price, cited by Mobley,
Griffeth, Hand and Meglino, claimed that there exists a consistent negative
relationship between instrumental communication and turnover (Mobley, Griffeth,
Hand & Meglino, 1979, p. 514). To finish, a more recent meta-analysis by Griffeth,
Hom and Gaertner indicates that there may be a significant negative relationship
between these two variables (Griffeth, Hom & Gaertner, 2000, p. 467). Social
integration refers to the degree to which the members of an organization have close
friends in their immediate work units (Mueller & Price, 1986, p. 29-158).The
relationship between social integration and turnover is rather ambiguous. Early
reviews such as Porter and Steers (1973) did not include social integration as one of
the pertinent determinants of employees’ decision to leave their organization. Some
later reviews such as the one by Cotton and Tuttle (1986) initially intended to include
it, but then abandoned the idea because too few studies addressed the relationship
between these two variables (Cotton & Tuttle, 1986, p. 57). One of the rare authors
that actually proposed a relationship between social integration and turnover is Price
(1977), cited by Mobley, Griffeth, Hand and Meglino (Mobley, Griffeth, Hand &
Meglino, 1979, p. 514).According to the latter, there is a consistent negative
relationship between the two (Mobley, Griffeth, Hand & Meglino, 1979, p. 514).

Clearly, based on this evidence, no conclusions can be made in reference to the effect

of social integration on turnover.

There exists a considerable disagreement concerning the relationship between pay

and turnover. While authors such as Porter and Steers (1973) and Price (1977), cited
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by Cotton and Tuttle, report pay to be consistently and negatively related to turnover,
other authors such as Mobley, Griffeth, Hand and Meglino, in their 1979 review
conclude that the findings with regards to pay are inconclusive (Cotton & Tuttle,
1986, p. 56; Mobley, Griffeth, Hand & Meglino, 1979, p. 514). However, a more
recent meta-analysis realized by Griffeth, Hom and Gaertner shows a significant
negative correlation between pay and turnover (Griffeth, Hom & Gaertner, 2000, p.
466).

The seventh and eight variables in Price and Mueller’s model are distributive justice
and promotional opportunity. There is a disagreement amongst various authors on the
relationship between promotional opportunities and turnover. On the one hand,
authors such as Porter and Steers (1973), report promotional opportunities to be
consistently negatively related to turnover and on the other hand, authors such as
Price (1977) and Mobley, Griffeth, Hand and Meglino (1979), cited by Cotton and
Tuttle are less convinced (Porter & Steers, 1973, p. 155; Cotton & Tuttle, 1986, p.
56). For the latter, the relationship between these two variables is inconclusive
(Mobley, Griffeth, Hand & Meglino, 1979, p. 514). Nevertheless, a more recent
meta-analysis carried out by Griffeth, Hom and Gaertner shows a significant negative
correlation between promotional chances and turnover (Griffeth, Hom & Gaertner,
2000, p. 467). Most studies that investigate the relationship between distributive
justice and turnover, point to an existence of a weak negative association between
these two variables. For example, in their 1986 study, Price and Mueller found that
distributive justice had a small total effect on turnover (Price & Muller, 1986, p. 120).
These authors concluded that it is the amount rather than the distribution of monetary
rewards which is the most important to turnover (Price & Muller, 1986, p. 120).
Likewise, a more recent meta-analysis conducted by Griffeth, Hom and Gaertner
established a negative correlation between distributive justicé and turnover (Griffeth,

Hom & Gaertner, 2000, p. 466).
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The ninth variable in Price and Mueller’s model is professionalism. The latter define
professionalism as “a dedication to occupational standards of performance” (Price &
Muller, 1986, p. 14). According to Price and Mueller, turnover literature suggests that
professionalism is one of the determinants that can produce changes in turnover
(Price & Muller, 1981, p. 544). Yet, not all studies provide evidence in support of his
position.For example, Bartol (1979) did not find any relationship between
professionalism and turnover (Bartol, 1979, p. 820).

The tenth variable in Price and Mueller’s model is generalized training. The authors
define it as “the degree to which the occupational socialization of an individual
results in the ability to increase the productivity of different organizations” (Price &
Mueller, 1981, p. 546). Unlike most of the variables in Price and Mueller’s model
that were included based on the synthesis of turnover literature, generalized training
was included because of Becker’s (1964) suggestions and Parson’s (1972) empirical
study (Price & Mueller, 1981, p. 546). In effect, there are a number of studies such as
Denova (1969) and Lefkovitz (1970) , cited by Hinrichs, that point to the fact that the
institution of a training program can lead to lower rates of turnover ( Hinrichs,1980,
p. 20). In addition, a more recent meta-analysis carried out by Griffeth, Hom and
Gaertner, shows a significant negative relationship between training and turnover
(Griffeth, Hom & Gaertner, 2000, p. 465). Nonetheless, these results are not
universal. For example, Hinrich cited a study conducted by Quinn, Levitin and Eden
in 1975, where the researchers found that training specifically designed to reduce
turnover among disadvantaged population, did not have any effect (Hinrichs, 1980, p.

20).

As it was the case with general training, kinship responsibility was not added to the
model based on synthesis of fumover literature. Rather, kinship responsibility was
suggested by the demographic literature on migrationb(Price & Muller, 1981, p. 547).
Research on the effects of family consideration on turnover is centered on two related

variables: family size and family responsibility. In one study realized in 1959, Naylor
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and Vincent and Stone, cited by Porter and Steers, found that increases in family size
among female samples were related to increased turnover (Porter &Steers, 1973, p.
166). Also, in another study, Knowles (1964), also cited by Porter and Steers, found
that increased family size was inversely related to turnover among male workers

- (Porter & Steers, 1973, p. 166). Porter and Steers explain these gender differences by
the nature of traditional role differentiation in the past. However, Frederico, Frederico
and Lundquist (1976), cited by Muchinsky and Tuttle, found that family size and
turnover were negatively related in a sample of female therapists (Muchinsky &
Tuttle, 1979, p. 54). This finding weakens the explanation offered by Porter and
Steers, as differential results occurred in two samples. Frederico, Frederico and
Lundquist, cited by Muchinsky and Tuttle, noted that a large portion of the sample
consisted of females who were not working in the capacity of secondary wage earners
which constitutes the more traditional view of female workers (Muchinsky & Tuttle,
1979, p. 54). This evidence led Muchinsky and Tuttle, to alter Porter and Steers’
explanation from differences based on gender of the employee to differences based
upon primary/secondary wage earner status of the employee (Muchinsky & Tuttle,
1979, p. 54).

Closely related to the family size, are the needs and requirements placed on an
individual as a result of family responsibilities resignation (Porter & Steers, 1973, p.
167). Guess (1955) ,cited by Ported and Steers, found that some of the turnover
among male factory workers resulted from pressure exerted by their spouses who
feared that the strains of the job will break up what they considered a normal family
life ( Porter & Steers, 1973, p. 167). As well, Saleh et al. (1965), cited by Porter and
Steers, found that thirty percent of their sample of terminated nurses reported family
reasons as a primary reason for their resignation (Pdrter & Steers, 1973, p. 167).
Similarly, evidence from three studies which include Fleishman and Berniger (1960),
Minor (1958) and Robinson (1972), cited by Porter and Steers, indicates that older
women whose children are either grown or require less attention, consistently

demonstrate lower turnover rates than their younger counterparts (Porter & Steers,
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1973, p. 167). Muchinsky and Tuttle conclude that degrees of family responsibility
are positively related to turnover whereas the relationship between family size and
turnover seems moderated by whether the employee is the primary or secondary wage
earner (Porter & Steers, 1973, p. 167). More specifically, for primary wage earners,
this relationship appears to be positive, while for secondary wage ‘earners  this
relationship seems to be negative (Muchinsky & Tuttle, 1979, p. 54). Finally, a more
recent meta-analysis conducted by Griffeth, Hom and Gaertner, showed a significant
negative correlation between kinship responsibility and turnover (Griffeth, Hom &

Gaertner, 2000, p.465).

The twelfth and the thirteenth variables are job satisfaction and intent to stay. With
regards to satisfaction, there are some studies that seek to establish a relationship
between overall job satisfaction and turnover and other studies that seek to establish a
relationship between satisfaction with different job facets and turnover. Most of the
early studies used global measures of job satisfaction, while many of the later studies
used measures of job facet satisfaction (Muchinsky and Tuttle, 1979, p. 55). Most
studies involving overall job satisfaction indicate a negative relationship between
overall satisfaction and turnover (Mobley, Horner & Hollingsworth, 1978; Newman,
1974), with the exception of Koach and Steers’ (1978) study, cited by Mobley,
Griffeth, Hand and Meglino, as well as March and Mannari’s (1977) study, cited by
Hinrichs, where the researchers did not find any relationship between these two

variables (Mobley, Griffeth, Hand & Meglino, 1979, p. 497; Hinrichs, 1977, p. 16).

As for the relationship between job facet satisfaction and turnover, the study results
are indecisive. Some authors such as Cotton and Tuttle claim that satisfaction with
work itself, pay satisfaction and satisfaction with supervision produce significant
results, indicating that these are negatively related to turnover whilst other authors
such as Griffeth, Hom and Gaertner assert that satisfaction with various job facets
represent a modest predictor of turnover (Griffeth, Hom and Gaertner, 2000, p. 479;
Cotton & Tuttle, 1986, p. 60). Moreover, Fishbein and Ajzen’s (1975) model of the
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relationships among intentions and behaviours emphasizes the role of intentions in
understanding the link between turnover intentions and turnover. This model
postulates that “the best single predictor of an individual’s behaviour will be a
measure of his intention to perform that behaviour” (Steel & Ovalle, 1984, p. 673).
There exists an important number of empirical studies that all point to the fact that
intention to stay or to leave is consistently related to turnover behaviour and
constitutes the most proximate determinants of turnover behaviour. These include
studies by Kraut (1975); Newman 1974; Tett and Meyer, 1993; Mobley, Horner and
Hollingsworth, 1978; Saks, Mudrack and Ashforth, 2011; Steel and Ovalle, 1994;
Prfce and Mueller; 1981; Carraher and Buckley, 2008; Mobley, Griffeth, Hand and
Meglino, 1979 and many others. Evidence from all these studies supports the
existence of a direct relationship between intentions to quit and quitting .The studies
indicate that intention to stay has a direct negative effect on turnover. Put differently,
turnover intention has a direct positive influence on turnover. Finally, in a recent
meta-analysis, Griffeth, Hom and Gaertner found that quit intentions are the best
predictors of employees’ decision to quit among all the variables that they have

reviewed with a positive correlation of .38 (Griffeth, Hom & Gaertner, 2000, p. 468).
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